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FOREWORD

Mobile robot concept is a very new field of robotics and the state-of-the-art in
the area of mobile robots reflects the process of evolving the idea of autonomy, as well
as the level of technology. It would be desirable to have an automated device which
can move and perform useful operations with no human involvement over substantial
time intervals.

In this study, the main object is to give an idea of what mobile robot is, which
locomotion systems, navigation systems, motion planning strategies and control
structures are used for their guidance. In addition, a simulation of a point-to-point
(PTP) motion control of a three-wheeled differentially steered mobile robot has been
studied.

I would like to thank Associated Professor Aydin Hizal and Professor Ahmet
Kuzucu for their suggestions, considerable support and consultants in my thesis.

Bilin AKSUN

January, 1996
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LIST OF SYMBOLS

: Mass of the vehicle.

: Yaw moment of inertia of the vehicle

: Linear distance between front wheels.

: Actual linear velocity of the vehicle.

: Reference linear velocity

: Direction angle (orientation) of the vehicle.
: Reference direction angle

: Actual position in x-direction

: Actual position in y-direction

: Target point in x-direction

: Target point in y-direction
: Torque developed by motor

: Moment of inertia of the motors of the mobile robot

: Viscous friction coefficient of the motors of the mobile robot
: Reduction ratio

: Angular velocity of the wheel

: Angular velocity of the motor

: Radius of the wheels of the mobile robot
: Moment of inertia of the wheels of the mobile robot

* Viscous friction coefficient of the wheels of the mobile robot



F . Traction force of the wheel
AT : Unit time
. Proportional gain for linear velocity controller

: Integral gain for linear velocity controller

K,  : Proportional gain for direction angle controller
(]

K,, : Derivative gain for direction angle controller
u : PI controller output

u : PD controller output

Ug, Uy : System inputs



SUMMARY

In this thesis, the main object is to give an idea of mobile robot concept
because mobile robotics is a very new field of robotics research in our country and
also technologically developed countries.

In chapter 1, definitions of mobile robot, design considerations, a brief
overview of mobile robot projects, and the application areas where mobile robots are
used have been explained in details.

In chapter 2, the basic locomotion systems of mobile robots have been
concerned. According to this consideration, mobile robots can be classified as:

Wheeled mobile robots,

Tracked mobile robots

Legged mobile robots

Articulated body structured mobile robots
Combinations of basic configurations

The drawbacks and advantages of each locomotion system have been studied.

In chapter 3, basic navigation and multisensory navigation systems used for
mobile robots so far have been studied by giving the real application examples.

In chapter 4, global path planning, local path planning and collision avoidance
have been concerned including commonly used path planning techniques for mobile
robots.

In chapter S, control structures for autonomous mobile robots have been
studied. These control structures are divided into mainly two categories:

Functional Decomposition
Behavioral Decomposition

Under this classification, significant control structures belong to these groups have
been explained in details.

In chapter 6, simulation of a point-to-point (PTP) motion control of a three-
wheeled differentially steered mobile robot has been studied.



OZET
MOBIL ROBOTLAR

Bu tez gahgmasindaki ana amag, giinimiiz yiiksek teknolojisinin diinyada ve
tilkemizde oldukga yeni bir aragtirma konusu olan mobil robotlar hakkinda bir fikir
vermektir. Bu amag dogrultusunda da mobil robotlarin tarihsel gelisimleri, belli bagh
projeler, uygulama alanlan, temel hareket sistemleri, gezinim sistemleri, yoriinge
planlama ve planlama teknikleri ve kontrol yapilan genel bir gergevede incelenmistir.
Aynca dar bir kapsamda, ii¢ tekerlekli diferansiyel tahrikli bir mobil robotun
noktadan noktaya hareket kontroliiniin bilgisayarda simiilasyonu gergeklegtirilmigtir.

Mobil robot, en genel bigimde, verilen bir yén ve konum boyunca hareket
edebilme yetenedi olarak tamimlanabilen mobilitesine gére otomatik olarak hareket
edebilen serbest programlanabilir veya 6zerk bir aragtir. Diger bir deyisle, mobil
robot, belirli bir serbestlik derecesine sahip olarak tamamiyle kontrol edilebilen bir
sekilde hareket edebilen makinalar olarak ifade edilmektedir. Endiistriyel robotlarin
¢ogu, sabit bir tabana monte edilir ve hareket edemezler. Calisma hacimleri robot
eklemlerinin ulagabilecegi hacimle siirlidir. Bu nedenle de bu tip robotlarda
yapacaklari igin kendilerine getirilmesi gerekmektedir. Mobil bir robot ise, belirli bir
gorevi yerine getirebilmek amaciyla igin bulundugu kisma gidebilmektedir.

Mobilite konusunda endiistriyel uygulamalardaki ilk adim 1975 yihinda Olivetti
tarafindan sunulan kizakh robot tipidir. Bundan sonraki geligme, fabrikalarin biiyiik
bir boliimiine ulagabilen tekerlekli araglardir. Uzaktan kumandali olarak bir operator
tarafindan dolayh bigimde yonlendirilen ve hareketi kontrol edilen robotlardir.
Teleoperasyon iglemi ile galisan bu robotlar tehlikeli bélgelerde gok iyi bir performans
saglamiglardir ancak operatére ihtiyag duymalan nedeniyle pahalidirlar.
Teleoperasyonla gahgan robotlardan sonra Kendilifinden Yonlendirilmig Araglar veya
Ingilizce kargigmm bag harflerinin alinmasiyla adlandinlan AGV’lere gegis tabii bir
adimdi. Kendiliginden Yonlendirilmis Araglar siiriiciisiiz forklifte benzemektedir.
Fabrikanin bir kogesinden diger bir kogesine yiikleri gotiirebilmekte ve genellikle
belirli (sabit) bir yol izlemekle simrlandirilirlar. Izleyecegi yoriinge, aracin izlemek
tizere programlandifi yere gomulii bir tel veya yere gekilen boyah bir hattir.
Kendiliginden Yoénlendirilmis Araglar, gémiilii teli izlemek iizere radyo frekansh
sensOr veya goriinen boyal hatt1 izlemek Gizere optik algilayicilar kulllanirlar.

Kendiliginden Yonlendirilmis Araglardan sonraki en arzulanan asama
tamamiyle 6zerk mobil robotlardir. Ozerk mobil robotlar, robotik sistemlerdeki
gelismenin bir sonucu olarak karsimizdadir. Bu agamada, belirli bir gérevi insan
miidahalesi gerektirmeden yerine getirmek amaciyla tasarimlanmig tekerlekli, paletli



veya bacakl hareket sistemlerine sahip 6zerk robotlar yer almaktadir. Ozerklikten
kasit, robotun degisken durumlara karsi kendi kendine karar verebilmesi ve bu
kararlart uygulayabilme yetenegidir. Ozerk bir mobil robotun, dinamik degiskenlik
gosteren bir ortamda gerekli kararlan verip uygulayabilmesi igin algilayicilan
vasttasiyla gevresinden miimkiin oldugu kadar bilgi toplamast gerekmektedir. Ozerk
bir mobil robotun karstlamas: gereken ozellikler agafida belirtilmektedir :

e Robot, kapali bir gekilde ifade edilmig bir gorevi, girig olarak alarak net hareket
planlarim formiile edebilmeli ve meydana getirebilmelidir.

e Robot, meydana getirdi§i hareket planlarmi bagimsiz bir sekilde yerine
getirebilmelidir.

e Cevresini algilayabilmeli ve mevcut amaciyla gevresi arasinda tutarhlik
saglayabilmelidir.

o Cevresiyle siirekli iletisim ve baglanti halinde olmaldir.

¢ Beklenmedik olaylara ve durumlara karg1 tepki verebilmelidir.

e Yetenek geligtirebilmek igin aktif veya pasif 6grenme kabiliyetine sahip olmahdir,

Mobil robotlar konusundaki ilk galigmalar 1970’lerin baglarina rastlamaktadur.
Bu konudaki ilk ¢aliyma Stanford Universitesinde gergeklestirilen SHAKEY mobil
robotodur. Ik galismalarda planlama ve problem g¢dzme yetenekleri tizerinde
durulmug robotun g¢evresini algilamasi, algilayicilar ve kontrol Uzerinde fazla
durulmadif1 igin istenen sonuglann alinamamasi mobil robotlar tizetinde yapilan
caligmalan  yavaglatmigtir,  1980’lerden  itibaren endistriyel robotlardaki,
bilgisayarlardaki ve gérme sistemlerindeki gelismeler neticesinde galismalar yeniden
canlanarak giiniimiizde yiiksek teknolojinin en 6nemli aragirma alanlarindan biri
olarak yer almaktadir. Mobil robotlar tizerinde giiniimiize kadar gergeklestirilmig ve
hala devam etmekte olan galiymalara Boliim 1°de ayrintih bir gekilde yer verilmektedir.

Mobil robotlar;

e Fabrika otomasyon projelerinde, sabit tabanli robotlar veya makinalar arasinda
malzemeleri ulagtirma amagh,

e Yangin, deprem veya niikleer santraller gibi tehlikeli ortamlarda kurtarma, tetkik,
bakim v.b goérevleri yerine getirme amagch,

e Uzay ve gezegen kegiflerinde genis bir alanda ¢evre hakkinda veri toplama amagh.

e Sualt1 aragtirma ve galigmalarinda bakim ve tetkik amagl,

e Saglik alaninda, hastanelerde hastalara ilag, yemek ve mektuplarin dagitim gibi
gorevlerde veya 6ziirlii insanlara yardim amagh,

e Gelecegin meydan savaglarinda askeri alanda mayin temizleme, déseme, cephane
ve diger gereglerin savag alani birimlerine iletimi v.b. amagh,

e Hapishanelerde ve fabrikalarda giivenlik amagh,

o Evlerde temizlik, yemek servisi ve giinliik iglere yardim amagh,

olarak kullamilabilirler.
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Mobil robotun hareket sistemi robotun mobilitesine imkan veren alt sistemidir.
Mobil robotlar hareket sistemlerine gore:

1)Tekerlekli

2) Paletli

3) Bacakh

4) Eklemsi yapili

5) Temel hareket sistemlerinin kombinasyonu

seklinde gruplandmnlabilirler.

Teoride segim giig ihtiyacina, maliyete, istenen hareket karakteristiklerine ve
robotun hareket etmesi gereken yiizeylere dayanmaktadir, ancak pratikte segim
genellikle tekerleklerdir. Tekerlekler, diiz veya simrh bir eime sahip az puriizlii
yiizeylerde iyi performans ve gekme kabiliyetine sahiptirler. Bu sebeple de en fazla
kapali alanlarda tercih edilmektedirler. Aksi takdirde 6zellikle engebeli arazilerde ve
agik alanlarde paletler tercih edilmektedir. Bacakh robotlar, birgok arazi tipinde
caligabilecek ve merdiven tirmanabilecek yetenede sahiptirler. Fakat tasarimlar, bacak
kontrolleri, denge igin gereken hesaplamalar oldukga uzun ve karmagiktir. Bacakh
mobil robotlarin gektikleri gii¢ o kadar biyiiktiir ki deneysel modeller tiniversitelerde
veya AR-GE Laboratuvarlarinda gériilmektedir. Eklemsi yapih mobil robotlar ise
diizgiin olmayan arazi ve dar galisma alanlarinda uzun ve eklemli govdelerini yerin
topografisine adapte edebilmektedirler.  Aynlabilir bir konstritktif yapiya sahip
olmalan nedeniyle de ariza halinde olan pargalan sokiilerek yerlerine saglam pargalar
monte -edilebilmektedir. Temel hareket sistemleri olan tekerlek, palet ve bacak
mekanizmalarinin yetersiz kaldigi kogullarda ise tekerlek-bacak, tekerlek-palet gibi
kombine hareket sistemlerinden faydalanilabilmektedir.

Mobil robotlarda gezinim, aracin hareketinin bir noktadan diger bir noktaya
bagarili bir sekilde ydnlendirme iglemi olarak tarif edilmektedir. Gezinim sistemi mobil
robot igin en temel bir yapidir, ¢iinkii hareketi sirasinda siirekli olarak gahstig: alanda
ve etrafinda yer alan gesitli nesnelere gére nerede bulundugunu bilmesi, gidecegi
hedefe bir aksilik olmadan ulagabilmesi igin gerekmektedir. Bolim 3’ de mobil
robotlarda kullamlan gesitli gezinim sistemleri hakkinda bilgi verilmektedir.

1) Kestirme Hesap Metodu:

Oldukga ucuz bir gezinim y6ntemi olan Kestirme Hesap metodunda, robot
tarafindan alnan yolun yonii ve mesafesi olgiilmekte ve bu olgiimler baglangig
konumuna eklenmektedir. Katedilen mesafenin 6lgimii igin tekerleklerin déniig
sayilarinin sayilmastyla (odometre) beraber yén bulunumu igin jiroskop kullanim veya
diferansiyel olarak tekerlek dondiriilmesi en stk kullamlan yontemdir. Olgiim



hatalarindan, tekerleklerdeki kayma ve tekerlek elastisitesi nedeniyle hareket sirasinda
giderek artan hatalar meydan geleceginden, hatayr kabul edilebilir bir kigiiklitkte
tutmak igin belirli periyodlarda gezinim sisteminin kalibrasyonu gerekmektedir.

2) Inertial (Ataletsel) Gezinim :

Inertial gezinim sistemleri, havacilik gezinim sistemlerinden adapte edilmis bir
gezinim sistemidir. Bir gegit kestirme hesap metodu olup dlgiillen ivmenin iki defa
integrali alinarak iki veya i boyutlu olarak konum hesaplanmaktadir. Ivme 6l¢timii
i¢in akselerometre kullanilirken, referans takimmna gore ivmenin yoniinii bulmak igin
jiroskopdan faydalanilmaktadir. Inertial gezinim sistemlerinde akselerometre ve
jiroskop bir takim halinde monte edilmiglerdir. Oldukg¢a pahali donanimlardir.

3) Gorme ve Dogrudan Gériintiileme Sistemleri:

Gorme ve dogrudan goriintilleme sistemleri &zellikle mobil robot gezinim
uygulamalan igin ¢ok uygun sistemlerdir. Robotun etrafinda bulunan nesnelere
uzaklik bilgisi 6nemli bir veridir ¢iinkii bu bilgiden faydalanilarak mobil robotun
konumu, mevcut serbest.alanlar ve engellerin mevcudiyeti tayin edilebilir. Gorme
algilayicilanndan faydalanilarak Stereo Uzaklik Olgme yontemi en ¢ok kullamilan
yontemlerden biridir. Bu yontemde, nesneye olan uzakhk elde edilen iki goriintii
vasitasiyla saptanmaktadir. ki gériintii, iki farkli kameradan alinabilecegi gibi tek bir
kameranin hareket ettirilmesi ile de saglanabilir. Uzaklik dlgiimii i¢in dogrudan
gorintiileme sistemlerinden de faydalanilmaktadir. Optik ve lazer kullamilarak
olusturulan uzakhk ol¢me sistemleri hakkinda incelemeye tez kapsaminda yer
verilmektedir. Mobil robotlar igin gorme sistemlerinden faydalanilarak yol-izleme
algoritmalan da gelistirilmigtir. Bu sayede robot iizerinde bulundugu yol ve ona gore
konumu hakkinda siirekli olarak bilgi alarak gezinimini siirdirmektedir. Bu
algoritmalara ait agik-saha uygulamalarina deginilmigtir. Hareket kontroliinde
kullamlmak Gzere tasanimlanmiy g6rme sistemlerinin geligtirilmis bir yapist olan
Dinamik Goérme yapist da ele alinmustr.  Giiniimiiz teknolojisinde gérme ve dogrudan
gorintiileme sistemleri biyiik bir hizla geligmekte ve bunun sonucunda da fiyatlarinda
diisme kaydedilmektedir, ancak hala karmagik ve zaman alict hesaplamalar
gerektiginden mobil robotun hizini siirlayica bir etkiye sahiptir.

4) Ultrasonik Sistemler:

Ultasonik sistemlerden faydalanilarak da mobil robot gezinimi igin gerekli
uzaklik bilgisi elde edilmektedir. Bunun yaninda ultrasonik sistemler mobil robotun
gevresinin haritasmi olusturma iglemlerinde de kullamlirlar. Algilayicinin kiigiik
adimlarla hareket ettirilerek mobil robotun g¢evresindeki nesnelerin konumlarin
gosteren haritalar elde edilebilir. Gezinim sirasinda, robot bulundugu ortam hakkinda
higbir 6n bilgiye sahip degilken ultrasonik algilayicilar vasitastyla robotun bulundugu
ortamin sonar haritasi elde edilebilmektedir. Ultrasonik sistemler, gérme sistemlerine
nazaran daha ucuz olmakla beraber zayif yonlenme, sik hatall okuma ve genis agili
yansimalar gibi birtakim dezavantajlart mevcuttur.



5) Nirengi Metodu:

Yon bilgilerinden faydalanilaraktan iki boyutlu konum belirleme iglemi Nirengi
metodu olarak tanmimlanmaktadir. Yo6n bilgisi belirli istasyonlara yerlegtirilen igaret
alicilan vasitasiyla saptanmaktadir. Isaret ahcilan olarak infrared, ultrasonik, lazer ve
hatta gubuk-kodlayicilardan dahi faydalanilabilmektedir. Belirli stratejik noktalara
yerlestirilen alicilarla oldukg¢a dogru yon ve konum bilgileri elde edilmekle beraber
robotun yol alacag: tiim alanda gerekli yerlere yerlegtirilmeleri zorunlulugu maliyeti
arttiran bir etkendir.

6) Cok-Algilayicili Gezinim Sistemlert:

Cok-algilayicili gezinim sistemleri robotun gevresi ve gevresine gore konumu
hakkinda daha giivenilir bilgi almastm olanak veren gezinim sistemleridir. En basit,
gok-algilayicih gezinim sistemi olarak Kestirme Hesap metodu ile Optik Isaretlerin
Saptanmasi yonteminin birlikte kullamlmas: verilebilir. Odometre tek bagina giderek
artan hatalarin sonucunda hatali Slgiimler verirken Optik Isaretlerin Saptanmasi
yonteminden faydalanilarak aracin yol boyunca belirli araliklarla yerlestirilen optik
isaretler vasitastyla aracin konum Kalibrasyonu temin edilebilmektedir. Coklu gezinim
sistemlerine sahip mobil robotlardan Hilare ve Stanford Mobi robotlar1 6rnek olarak
verilebilir.  Hilare robotunda ultrasonik, gorme istemeleri, infrared nirengi ve
odometre yontemleri cok-algilayicilh gezinim sistemini olusturmak iizere kullaniimastir.
Stanford Mobi robotunda ise ultrasonik, gérme sistemleri, dokunsal algilayicilar ve
odometre yonteminden faydalaniimaktadir.

Ozerk mobil robotlarda hareket planlamasi problemi, en genel bigimde
agagidaki sekilde belirtilmektedir.

1. Mobil robotlarn baglangi¢ durumlarnnin verilmesi.
2. Mobil robotlarnn arzulanan son durumlarini verilmesi.

3. Robot hareketi iizerinde kisitlamalarin verilmesi ve robotun bu kisitlamalan
da gozoniinde bulundurarak  baglangi¢ noktasindan istenen son noktaya
engellerin bulunmadig1 bir yol bulmasidir.

Hareket planlamasi problemi kisaca Yoriinge Planlama olarak adlandinilabilir.
Yoriinge planlama global ve yerel olmak iizere iki boliime ayrnilmaktadir.

Global Yoriinge Planlama:

Global yoringe planlama, gergek ortamin Onceden Ofrenilmis olarak
basitlegtirilmis halde tammlanmasim gerektirmektedir, bu nedenle de hareket aminda
olusan degigiklikleri yansitmamaktadir. Kisaca, global yoriinge planlama robotun
nerede ve hedefinin neresi oduBuna karar vermektedir. Bu karar genellikle robotun
hafizasinda yer alan galigma hacminin genel bir haritasina gore alinmaktadir. Robotun
bulunduu andaki konumu, haritada yenilendigi anda mobil robot bulundugu yerle
hedefi arasinda bir yoriinge olusturabilmektedir. Eger robotun etrafinda higbir engel



yoksa yériinge dogrudan olugturulabilir, engellerin mevcut olmas: halinde ydriinge
planlama algoritmalarindan uygun bir tanesi kullanilarak hedefe giden en kisa yol
saptanabilir. Bulunan yériinge onaylandi1 anda robot hedefe dogru hareket edebilir.

Yerel Yoriinge Planlama:

Yerel yoriinge planlamada ana amag robota beklenmedik engellerin etrafindan
en iyi yolu bulmaktir. Diger bir deyigle beklenmedik olaylara reaksiyon olarak
gergeklestirilen  taktiksel bir yaklagimdir. Global yoriinge daha 6nceden bilimesi
gereken bir ortama ihtiyag duyarken, yerel planlamada robotun etrafinda meydana
gelen degigikliklerin planlama meydana getirilirken bilinmesi gerekmektedir. Yerel
yoriinge planlamada daha dogru sonuglar elde edilmektedir. Bunun baglica sebebi de
mevcut alghlayicilarin daha kiigiik bir bolge tizerinde ¢aligmalanidir.  Yerel yoriinge
plam ile elde edilen yoriinge genellikle kisa oldugundan ilk bulunan yériinge
kullanilabilmekte ve ekstra bir optimizasyona gerek kalmamaktadir. Kisa mesafeli bir
yol bulunamadiginda, robota ait yerel yériinge planlayicisi, problemi global yériinge
planlayicisina ileterek hedefe alternatif bir yol bulunup bulunamayacagimn
incelenmesini ister.

Yoriinge Planlama Teknikleri:
1. Konfigiirasyon-Uzay1 Metodu:

Bir parganin konfigiirasyonu, parga iizerindeki her noktamin konumunu
biitiiniiyle belirleyen parametreler kiimesidir, konfiglirasyon-uzay1 ise tiim olasi
konfigiirasyonlarin kiimesidir.  Konfigiirasyon-uzay1 metodunda, mobil robotun
hareketinin engeller arasindan planlanmasi problemi, mobil robotun noktasal olarak
temsil edilerek genigletilmis konfigiirasyon-uzay1 engelleri arasindan hareketi
problemine doénigtiirtliir. Engellerin genigletilmis olmasimin nedeni, mobil robotun
noktasal olarak gosteriminden kaynaklanmaktadir. Engellerin gergek boyutlan 6yle
arttinlmaktadir ki, genigletiimis engellerin kenarlan, mobil robotun kenarlara
carpmadan ilerleyecegi yoriingeyi temsil etmelidir.

2. Serbestyol Metodu:

Konfigiirasyon-uzayr yaklasimina bir alternatifie, yoriinge planlama
problemini serbest alam dogrudan aragtirarak ¢ozmektir. Serbestyol metodunda,
serbest alanin temsili {Gstiiste bindirilmiy genellestirilmis koniler vasitastyla
gergeklestirilmektedir.  Mobil robotun oteleme hareketi olugturulmus serbest yol
boyunca olurken, dénme hareketleri ise olusturulmus serbest yollanin kesisme
noktalarinda gercgeklestirilmektedir.

3. Genellestirilmig Voronoi Diagramlari Metodu:

Serbestyol metodunun daha rafine hali, Genelllegtiriilmis Voronoi
diagramlanindan yararlanarak serbest alanin agik bir gekilde temsili ile
gergeklestirilebilir. Genelegtirilmis Voronoi diagramlan, her noktasi ayni zamanda iki
veya daha fazla engele yakin olan serbest alamin bir alt kiimesi olarak
tantmlanmaktadir. Kenarlar, engeller arasindaki maksimum agikli1 temsil etmektedir



ve boylelikle de robotun gegmesi igin en emin yolu gostermektedir. Engellerin
disindaki alan siirekli olarak diagram iizerinde deforme edilebilir. Serbest alan
igindeki iki nokta arasinda bir yoriinge bulmak igin, her nokta igin diagram iizerinde
bir yol bulmak ve daha sonra bu noktalan diagram iizerindeki yollan izleyerekten
birlestirmek yeterlidir.

4. Hiicresel Ayirma Metodu:

Konfigiirasyon-uzay,, mevcut alam hiicrelere ayirma yolu ile aragtinlabilir.
Hiicrelerin bos, dolu veya kangik olmasina gore konfigiirasyon-uzay1 engellerinin
mevcut olup olmadifina karar verilir. Hiicre efer tamamiyle engel tarafindan
doldurulmugsa dolu olarak, higbir engelin mevcut olmamas: halinde bog olarak,
engelin bir kismi tarafindan doldurulmug bir kismu bog ise kanigik olarak adlandinlir.
Genellikle bog hiicrelere kargilik gelen diiiim noktalan ile bir ‘bitigiklik grafigi’
olusturulur. Daha sonraki adimda, grafik heuristik bir arama algoritmasi ile aragtinilir.
Arama algoritmasi olarak genellikle A* algoritmasi veya modifiye edilmig bir
versiyonu kullanilir. Bu iglem, bog hiicreler arasinda bir yol bulana kadar devam eder.

5. Hipotez Kur ve Test Et Metodu:

Hipotez kur ve test et metodu, otomatik yoriinge olugturma problemini
¢ozmek igin gergeklestirilen ilk metoddur. Bu metodda, baglangi¢ noktas: ile hedef
noktayr birlegtiren bir yoriinge onerilir. Daha sonraki adimda yoériinge engellerle
carpigmaya karg1 test edilir. Eger engeller mevcutsa, ¢arpigmaya neden olan engeller
incelenerek farkli bir yoriinge nerilir.

6. Potansiyel Alan Metodu:

Yontem hedefin robota sanal bir ¢ekici kuvvet, yolu tizerindeki engellerinde
aym bigimde sanal bir itici kuvvet uygulamasi gerektifi bigiminde bir senaryoya
dayalidir. Hedefe yonlendirilen gekici kuvvetle, kargilagilan engellerin uyguladif: itici
kuvvetlerin bilegkesi olan R vektorii, robotun bulundugu pozisyona gore hesaplanir.
R vektoriiniin biiyikligiine ve yoniine goére robotu harekete gegiren hizlandiric
kuvvet ve robotun alacagi yeni pozisyon hesaplanir. Bu islem robot hedefine varana
kadar tekrarlanir. Potansiyel alan metodlarinda ortak nokta, g¢evrenin 6nceden
bildirilen bir koordinat sistemine sahip olmasi, bu koordinat sistemi iginde engelleri
temsil eden geometrik gekillerin verilmesi ve robotun bu verilerle hedefine giderken
izlleyecegi yolun durafan hesaplanmasidir. Potansiyel alan metodlarindan biri de
Sanal Kuvvet Alam yontemidir. Sanal Kuvvet Alami Yontemi gergek zamanda
belirlenebilen engellerden kagman yollarin saptanmasina olanak vermektedir. Robot
bu yontemle yoluna ¢ikan beklenmedik engellerin arasindan hedefine hizli, siirekli ve
diizgiin bir hareketle ulagabilir. YOntemde robotun kargilagtifi engellerin oniinde
durmas: gerekmemektedir.

Mobil Robotlarda, kontrol yapisinda bulunmasi gereken baglica 6zellikler agagidaki
maddeler halinde 6zetlenebilir:

Xiv



1. Programlanabilirlik:

Programlanabilirlikten kastedilen, kullamgh bir robotun g¢esitli gorevleri
hardware veya software donamminin degistirilmesine ihtiyag duymadan yerine
getirebilmesidir.  Yerine getirecegi gorevler, tim detaylarm verilmesine ihtiyag
_duyulmayacak diizeyde verilebilmeli ve o anki bulundugu statii ve gevreye gore robot
bunlan yeterli bir sekilde yerine getirebilmelidir.

2. Girbuzlik:

Robot tiim hareketleri igin tek bir alt sisteme dayanmamalidir. Miimkiin
olabilecek ve gerekli tiim algilayict ve fonksiyonlardan yararlanabilmelidir.

3. Tutarli davrams:

Robotun davramiginin amaciyla ters diigmemesi gerekmektedir. Cevresine
karg1 tepkilerinin bu amaglar dogrultusunda yonlendirilmesi gerekir.

4. Kontrol yapisinin 6zerk, adaptif ve reaktif olmast:

Bu ii¢ kavram birbiriyle baglantihdir. Cevre kosullan degigkendir, tamamiyle
bilinmemekte ve zamanla deZigmektedir. Bu nedenle robotun 6zerk olmasi
gerekmektedir.. Ozerklikten kastedilen nokta, robotun gérevlerinin kendisi tarafindan
yerine getirebilmesi ve gesitli alt sistemleri idare edebilmesidir. Kontrol yapis1 adaptif
olmahdir giinkii robot, mevcut durumlara gore davraniglarinda degisiklik
yapabilmelidir. Bu da duruma goére davranigi iiretme veya segmeyi gerektirmektedir.
Kontrol yapisinin reaktif olmasi ise olaylan zamaninda algilama ve goreve gore tepki
verme yeteneklerini gerektirmektedir.

Yukanda belirtilen 6zellikleri goézoiiniinde bulunduran 6zerk mobil robotlara ait
kontrol yapilar iki stmfta toplanmaktadir.

1. Kontrol Yapisinin Fonksiyonel Ayrilmasi:

Fonksiyonel ayriimada mobil robot kontrol yapist acenta olarak bilinen her biri
belirli bir fonksiyonu yerine getiren bir grup islemden meydana gelmektedir.
Acentalar genellikle robotun Algilama sistemi, Planlama sistemi, Gezinim sistemi ve
Kontrolériinden meydana gelmektedir. Bu yapiya sahip 6zerk mobil robot kontrol
sistemlerinden,

Kavramah Kontrol Yapisi
Yayih Kontrol Yapist
Hilare Kontrol Yapisi

tez kapsaminda incelenmigtir.



2. Kontrol Yapisinin Davranigsal Aynlmast:

Kontrol yapisinin davramgsal ayniiminda ise mobil robot gesitli davranig
diizeylerinden meydana gelen bir yap: sergilemektedir. Davranig diizeylerine robotun
engellerden kaginmasi, hedefsiz bir gekilde dolagim, gevreyi kesfetmesi v.b. 6rnek
olarak verilebilir. Bu tip kontrol yapisinda tiim sistemde meydana gelebilecek bir hata
yerine sadece robotun performansm indirgeyecek bir yap1 s6z konusudur. Ayrnca
kontrol yapisina bagka davramg tabakalan da sonradan eklenebilir.  Incelenen
Tabakali Kontrol Yapis1 davramgsal ayrilmaya agiklayici bir misal tegkil etmektedir.

Mobil robotlarda hareket kontrolii problemine bir ek olugturmak amaciyla,
Bélim 6’da 3 tekerlekli mobil bir robot platformun noktadan noktaya hareket
kontroliiniin bilgisayarda kiigtik bir simiilasyonuna yer verilmektedir. Sekil 1’den
goruldigii lzere, aracin 6n kisminda iki tekerlek ve arka kisminda bir tekerlek
mevcuttur.

Sekil 1. Mobil robotun konfigiirasyonu

On tekerleklerin herbiri bagimsiz olarak kontrol edilen DC motorlar tarafindan tahrik
edilmektedir. Arka tekerlek, aracin dengesini destekleyen serbest bir tekerlektir.
Aracin yon sevki, iki 6n tekerlek arasindaki hiz farkindan yararlamlarak elde
edilmektedir. Diferansiyel tahrikin anlami, 6n tekerleklerden birine diferine nazaran
daha fazla moment verilmesidir bu gekilde arag dar alanlarda yuksek manevra
kabiliyeti mevcut, kendi ekseni etrafinda sifir dénme yangapma sahip olarak
donebilmektedir. Aracin konumu ve oryantasyonu diizlemsel haraket s6z konusu
oldugundan ii¢ parametre (x, y, 0) ile temsil edilmektedir. Aracin kinematik ve
dinamik denklemleri elde edildikten sonra durum-uzay denklemleri olugturularak
durum-uzay degigkenleri olarak sirastyla aracin kiitle merkezinin gizgisel hiz1 V, agisal
hizs §ve oryantasyonu (yon agis)) O segilmistir. Mobil robotun simiilasyonu elde
edilen durum-uzay denklemlerinin, Runge Kutta IV sayisal integrasyon yoéntemi



kullamlarak, bilgisayarda Matlab 4.0 miihendislik paket programlama diliyle ¢oziimii
sonucu gergeklestirilmigtir.

Mobil robotun bir noktadan bir noktaya hareket kontrolii, aracin oryantasyon
(yon agis1) ve cizgisel hiz kontrolii vasitasiyla gergeklestirilmigtir.  Oryantasyon
kontrolinde PD kontrol algoritmasi, ¢izgisel hz kontroliinde ise PI kontrol
algoritmas: kullanilmaktadir. Arag ara hedef noktalarina durmadan ulagmakta en son
hedef noktaya geldiginde yavaglayaraktan durmaktadir. Aracin bir noktaya farkli
baslangig oryantasyonunda hareketini ve g¢oklu noktalan igeren yoriingeye ait
hareketlerini gosteren simiilasyonlarda, durum-uzay degigkenlerinin ve sisteme
girislerin simiilasyon zamam siiresince degigimleri grafik olarak ¢izdirilmigtir.



CHAPTER 1. INTRODUCTION

1.1.  Introduction to Mobile Robot Concept

A mobile robot may be defined as a freely programmable or autonomous
vehicle which can automatically move according to its mobility which may be defined
as the ability to move in a given direction [1]. Looked at the most general way, a
mobile robot is a machine which can move as a whole in a controlled way with some
degree of autonomy. Most industrial robots are mounted on-a fixed base and can not
move around. Their work envelope is thus limited to the volume reached by the
motion of the robot’s joints. Hence, these robots must have their work brought to
them. A mobile robot, however, can go where the work is and can transport items
between fixed-base robots, thereby opening up many new application fields [2]. A
mobile robot may have many of the same features such as manipulators, vision
systems, and specialized sensors, etc., as fixed-base industrial robots, but at least three
factors make them unique, all of which are due to requirements imposed by the
robot’s mobility. The mobile robot needs :

1. A locomotion system to allow it to move,

2. Steering capability,

3. A mapping function to determine where it is, a goal planning function to determine
where it wants to go and a collision-avoidance system. It will also need an

autonomous navigation capability.

As design considerations, for stability the robot needs a low center of gravity,
but it must be high enough to clear expected obstacles. Another concern is motive
power. The robot must have suﬂici;ant on-board battery power to operate for long
periods without having its batteries recharged. But longer running times require more

battery capacity, which adds weight to the robot. All of this additional weight could



reduce the robot’s payload-carrying ability. The longer the robot goes without a
recharge, the longer it will take to charge it when needed, increasing the robot’s down
time. These considerations have led to a conceptual design for a mobile robot
consisting of three sections:

1. A base that provides mobility. In most mobile robots, in order to keep the center
of gravity low, the base usually holds the drive mechanism, the locomotion and
steering systems, servo control and power amplification, and a source of mobile
power.

2. A midsection that provides intelligence, control, and sensors. Sensors supply
necessary collision-avoidance and navigation data and handle special-purpose
requirements imposed by the application.

3. A working section that performs the robot’s application-oriented functions. The
working section may be completely passive, or it may have an arm that interacts with
its environment. Some mobile robots have small robot manipulators installed to
perform load and unload functions. According to these considerations, the typical

sttucture of a wheeled indoor mobile robot is shown in Fig 1.1.
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Figure 1.1. The structure of a mobile robot



The mobile mechanism of the robot is the conventional two-wheel-driven type
with a caster wheel to support the body posture [3]. With this mechanism the robot is
capable of moving straight, turning and pivoting. The drive wheels have pneumatic
tyres and caster wheel has a solid tire. A DC servomotor with harmonic gear drives
each main wheel. By the pulse drive system using an encoder , it is easy to control the
rotational speed as well as the the rotation angle of the wheel. The same control
systems are use for the caster wheel and for the rotary table of the sensor head.
Intelligent motor control boards are used between the computer and the motor drive
circuit boards. They make it easy to control the wheels for they reduce the processing
load of the computer. The encoder signals of the main wheels are used to estimate
the position of the robot by dead-reckoning. The robot has four ultrasonic sensors
and a laser range sensor as external sensors. Three ultrasonic sensors are attached on
the front, the right and the left sides of the body. The last ultrasonic sensor is
mounted on the rotary table with the laser range sensor to get range information in
any direction. The on-board computer is the combination of CPU 80286 and NDP
80287 of 10 Mhz. All the information processing, such as the actuators, sampling of
the sensor data-and communication with the host computer is done by this computer.
The role of the host computer is to control the system and to interface the system with
the operator. The host computer is the combination of CPU 80386 and NDP 80387
of 16 Mhz. This computer is linked with a mobile robot using a wireless modem and

linked with the real-time motion measurement system using a serial line.

Modbility in robots has been a desirable goal for years, and it is becoming more
important as robot technology continues to expand. The first step in mobility for
industrial applications was the gantry robot built by Olivetti in 1975. The next
improvement in mobility were wheeled vehicles. The first wheeled vehicles developed
were teleoperated robots that had a remotely located operation to indirectly steer and
control the robot’s motion. Teleoperated robots have performed very well in
hazardous environments, but because they require a human operator, they are too
expensive for normal factory operations. After teleoperated robots, the next step was
Automated Guided Vehicles (AGV). As it is seen from Fig.1.2, these models are like



unmanned forklift trucks. They can handle large loads from one are of the factory to
the another, but usually constrained to follow a fixed path.

Figure 1.2. Bell and Howell Automated Guided Vehicles

The path is wire buried in the floor or a paint stripe on the floor that the robot is
programmed to follow. AGVs employ a radio frequency sensor to follow a buried
wire or an optical sensor to follow a visual path. In wire guided systems, low power
rf signals are carried by wires imbedded in the floor. 'The AGV system interprets
amplitude or phase variations of this signal to determine when it is going off-course.
A servo loop controlling the AGV to steering system brings an off-course AGV back
on center over the wire,. Wire guided systems have a higher installation expense and
provide less flexibility for system changes, but generally need less maintenance than a
photooptical system. In photooptical system, either paint or a reflective tape is used
for path control and an on-board photoelectric tracking system detects the difference
between the desired path and the floor. Maintenance for optical path-based systems
usually requires restriping about every six months. Looking toward the year 2000,
major changes will have an impact on the intelligence of AGVs encompassing both
on-board and off-board control systems [4]. These changes rel§ on advances in
microcomputer technology and in the software coding industry. It is possible for most
current configurations of AGVs to perform off-guide path maneuvers. There are three
constraints which limit the current configuration of AGVs. The first concern is to

bring computer processing power down to a price that is cost beneficial to the end



user. Today’s computers do have limitations, especially in processing power and
speed. The second concern is the limitation of current software. The tremendous
cost of writing or coding for an intelligent AGV system today offsets the cost
justification of a system. The third limiting factor is the precision tracking capability
of an AGV while off the guide path. Today, this is commonly handled by mounting
an encoder on one of the AGV wheels to determine distance traveled and angularity
of the wheel for location from the guide path. Developing better tracking and error
correction systems will give AGVs precise tracking capabilities. In the next years, the
control for the AGVs will be more closely involved for decision-making purposes.
Artificial intelligence will increase the sophistication of the AGV systems. Along with
this development will come decision-making capabilities on board the AGV. The
AGYV will be able to determine what functions it is to do next by deriving the answer
from a number of different circumstances or inputs. From these inputs, the AGV will

be able to determine speed, location, and best route.

In fact most desirable type of mobile robot is completely autonomous. As a
class of robotic system, autonomous mobile robots constitute one of the important
steps in the evolution of robotic intelligence and structure. At this step, a mechanical
system oriented to perform a specific job is given an ability to move in space by some
conventional means such as wheels, legs, tracks, and to provide this motion
independently on human interference. The property of ‘autonomous” is understood
as the ability to independently make intelligent decisions as the situation changes [5].
Such an ability is possible if intelligence allows a certain level of independence. For
example, if the general object of motion is formulated by a human operator, but the
specifics of the particular motion are taken care of by the robot with no direct human
involvement. Therefore, different degree of autonomy can Be considered. Robots can
be generally controlled by a human operator. However, some of the operations can
be planned, controlled, and executed with no human participation, they are left to the
robot’s decision. Autonomous mobile robots must cope with dynamically changing
and unpredictable real-world environments. Hence, they must rely on more

extensively on sensor-derived information than on precompiled world models and



canned action sequences [6]. Briefly, the requirements for the autonomous mobile
robots are as follows:

1. The robot should be able to formulate and generate explicit action plans using an
implicit goal or mission description as input.

2. The robot should be able to execute and supervise explicit action plans
independently.

3. Understanding of its world and to derive coherences with the current action.

4. Communication and interaction with its world.

5. Capability to react to unforeseen events or situations

6. Capability of active or passive learning for skill acquisition or internal model
building.

These requirements yield to systems which may plan, execute and monitor

autonomously .
1.2 A Brief Overview of Mobile Robot Projects

Early projects in mobile robotics date back to the beginning of the 1970’s. In
general terms, the major emphasis was on problem areas and approaches derived from
the artificial intelligence domain. Researchers studied about representations for world
modeling and issues in planning and problem solving. As a result, the complexity of
problems in sensing, perception, and control was vastly underestimated and the
systems built did not perform as originally expected and no substantial contributions
were made concerning robotics and computer vision issues that today are more
directly associated with mobile robot research. During the latter part of the 1970’s, a
lower level of research ensued. At the beginning of the 1980’s, however, the studies
began to increase in mobile robots, because of the advances in processing power and
sensor systems enabled a new round of experiments in mobile robots to be conducted.
Another reason, other robotics and sensing technologies advanced to the point that

practical applications in restricted domains become feasible.

Brief historical overview of research projects conducted in the mobile robotics

domain can be summarized as follows:



e Shakey : Shakey is one of the first mobile robots [7]. It was developed at the
Stanford Research Institute, Stanford University, California, as a part of a project
from 1966 through 1972. Shakey had a TV camera, an optical range finder, and
several touch sensors. It operated in a highly constrained artificial environment
populated with large blocks, and used a precompiled map of its surroundings. The
project led to significant developments in development of logic-based planning and
problem-solving techniques but did not focus on sensing or real-world modeling

issues, thereby producing a system with extremely limited performance.

e Jason : Jason was developed at the university of California, Berkeley. It had an
on-board computer, as well as ultrasound range sensors and infrared proximity
detectors. A substantial part of Jason’s computation was done on board, but
experimentation with it seems to have been largely confined to tele-operation

work.

e The JPL Rover : In the early 1970’s, NASA in cooperation with Jet Propulsion
Laboratory (JPL) initiated a program oriented to reduce ground support
requirements, provide real-time control, new mission opportunities, and improve
reliability and performance in support of space exploration, space assembly,
automation of manufacturing facilities, launch, and earth orbital operations, and
man-controlled remote operations of systems in hostile environments. In its ‘tobot
demonstrated program” (1973) JPL aimed to achieve the autonomous goal-
directed coordination of locomotion, manipulation, perception, and cognition in a
close to reality environments diagram to develop planetary explorers. [8] Its first
prototype was a semi-autonomous vehicle equipped with a laser range finder, a

stereo pair of TV cameras, and a manipulator arm.

e The Stanford Cart : The Stanford Cart was built at the Stanford Artificial
Intelligence Laboratory, Stanford University, California. The Cart was a simple
remotely controlled mobile platform equipped with a camera mounted on a slider

mechanism, and a radio transmitter. It used sparse stereo vision for obstacle



mapping by tracking sets of points over multiple steps. The milestone project

emphasized low-level vision and operation in real-world environments .

Hilare : The Hilare robot was built at the Laboratoire d’ Automatique et d’ Analyse
des Systémes, CNRS, Toulouse, France. It is equipped with ultrasound sensors, a
camera, and a triangulation-based laser range system. Research has concentrated

on multisensory perception, planning, and navigation in maps represented as

graphs.

Vesa : The Vesa robot was developed at the Laboratoire d’Applications des
Techniques Electroniques Avancées, of the Institut National des Sciences
Appliquées, INRTA, Rennes, France. It has a bumper skirt, ultrasound range
finders, and an on-board manipulator. Issues in multisensing, mapping, and

autonomous path planning and navigation have been investigated.

The Yamabiko Robots : The Yamabiko series of mobile robots was developed
by Kanayama and Yuta at the Institute of Information Science and Electronics,
University of Tsukuba, Japan [9] . One of several Japanese research efforts in
autonomous mobile robots, The Yamabiko project has developed several mobile
robots and explored issues in mobile robot programming, path planning, and

navigation .

The MRL Robots : The MRL robots were developed at Carneige Mellon
University’s Mobile Robot Lab, Pittsburgh, Pennsylvania. Research has addressed
various problems in perception, navigation, and control for autonomous mobile
robots. Specific projects have included the design, construction, and operation of
several mobile vehicles; formulation of control strategies for wheeled mobile
robots; research in sparse and dense stereo vision; range-based mapping, path

planning, and the investigation of high-level planning and control issues.

The Autonomous Land Vehicle Project : It was sponsored by the Defense

Advanced Research Projects Agency of the Department of Defense. The



autonomous land vehicle project is a multiyear effort that concentrated on road
following and rough terrain traversal, using detailed stored maps and relying on

sensor data for simple local navigation and obstacle avoidance.

e The Hermies Robots : The Hermies series of robots were developed at the Oak
Ridge National Laboratory’s Center for Engineering Systems Advanced Research,
Oak Ridge, Tennessee [10]. They incorporate sonar and vision sensors,
manipulators mounted on a mobile platform, and on-board processing, and have
been used for research in visual perception, goal recognition, navigation in
unknown dynamic environments, and the development of task-oriented

manipulation strategies.

e The VaMoRs Robot : The VaMoRs autonomous vehicle project was developed
at the Universitat der Bundeswehr, Germany. The project has developed an integrated

spatiotemporal approach to automatic visual guidance of autonomous vehicles.

e The KAMRO Robot : The KAMRO project [11] was developed at the Institute
for Real-Time Computer Systems and Robotics at the University of Karlsruhe,
Germany. It was focused on the development of a mobile two-armed robot for

experiments in autonomous navigation, docking, and assembly.

e The FRC Robots : The Field Robotics Center, at the Robotics Institute, Carneige
Mellon University, has concentrated on the development of tele-operated and semi-
autonomous robots for large-scale applications, including inspection and
decommissioning of nuclear facilities, operation in hazardous environments, mining,

and road following.

o Blanche : The Blanche mobile robot is an experimental device developed at the
AT&T Bell Labs, Princeton, New Jersey [12]. It is designed to operate autonomously
within structured environments, including offices and factory areas. It uses an optical
range finder, and has been used for experiments in robotic programming languages,

sensor integration, and techniques for error detection and recovery .
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e The Stanford Mobi : The Stanford Mobi [13] is an omnidirectional platform
equipped with a stereo camera system and sonar sensors. It has been used for indoor
navigation. Issues in sensor integration, uncertainty handling, recovery of geometric
world models, and their interaction with precompiled world maps have been

investigated.

e The MIT Mobots : Several widely different vehicles have been developed at
MIT’s Atrtificial Intelligence Laboratory, Cambridge, Massachusetts, to investigate
robust low-level sensing and control mechanisms, and, their use in layered control

architectures.

o The LSU-RRL : Research at the LSU Robotics Research Laboratory, Baton
Rouge, Louisiana concentrates on key areas, including intelligent sensing and
navigation, exploring different methods of sensing and navigation by autonomous

mobile robots in unknown environments.

The ARL Robots : The autonomous Robotics Laboratory at the IBM T.J.
Watson Research Center, Yorktown Heights, New York, has focused on developing
robots with agile and robust sensing, navigation, control mechanisms, and on

developing automatic robotic learning strategies.

1.3 Application Areas of Mobile Robots
1.3.1 In Healthcare:

It has become increasingly obvious that there are many medical applications
for present and future robotic systems. In the area of rehabilitation the Japanese
“Meldog” guide robot (Fig.1.3 ) for the blind is undergoing pre-production tests 14].
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Figure 1.3. Meldog guide robot

This is a powerful mobile system with a comprehensive computer memory: It
carries in its memory a detailed map of the town, intelligent sensors equipped to
recognize street junctions, signpost, and other geographical landmarks. The robot
monitors its progress and provides the necessary navigational instructions to its blind
user. Thus the blind person is instructed by the robot to stop or to turn right or left.
These control commands are transmitted by control switches on the harness. The
person need not worry about his or her walking speed because Meldog constantly
makes the necessary adjustments.

As another example, the hospital transport mobile robot, HelpMate [15],
developed by Transition Research Corporation is expected to become an answer to
the current shortage of help in hospitals . Specifically, it addresses the need for
assistance with such tasks as point to point delivery. Examples of delivery tasks
include meal trays, pharmacy, and lab supplies, patient records and mail. Navigational
sensors include dead reckoning, optical vision, sonar, infrared sensors and structured
light to detect obstacles in its travels. A second vision system watches for regular
arrays of ceiling lights. Obstacle detection and avoidance algorithms allow it to adjust
to its environment. Given the unstructured environment of a typical hospital, one
technical objective of the HelpMate project is to successfully handle the uncertainty

present and to navigate based only upon as little prior knowledge as possible.
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1.3.2 In Military:

When the Gulf War began in January 1991, the world was soon told that the
computer-based systems had a large part to play. The Gulf conflict was to a large
extent planned and prosecuted by robot warmakers. In the early 1980°s, the
American Company Robot Defense Systems conceived the fully automated
PROWLER (Programmable Robot Observer With Logical Enemy Response), a
vehicle the size of a tank and able to perform a wide range of tasks under computer
control [16]. The PROWLER designers hoped that before the turn of the century, the
mobile system would be able to carry out a number of tasks, including sentry duty,
reconnaissance, clearing minefields, laying mine, transporting of ammunition of other
supplies to battlefield units, testing for chemical and biological agents and
radioactivity, collecting human casualties, attacking armor, and defending from air
attack. Many of the design features are now proven in practice. The system
computer is well equipped to detect movement and body heat in a battlefield
environment, and the associated techniques of pattern recognition, data collection by
sensors and high-level decision-making by computer are well established in industrial
applications. A different class of military mobile robot is the Ohio State University’s
six-legged Adaptive Suspension Vehicle, shown in Fig.1.4 , designed for ground too

rough even for tracked vehicles.

Figure 1.4. Adaptive Suspension Vehicle
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In Britain, there is also a research program called Mobile Autonomous
Intelligent Device (MAID) . Research is regarded as falling into four areas: Mobility,
sensing, effectors such as grippers, and intelligence, which includes knowledge

representation, mission planning, navigation and route finding among obstacles [17].
1.3.3 In Prisons and for Security Purposes:

It is clear that many military robot systems can be adapted for use in a civil
environment, as effective guards in prisons and as security devices for the company
sites and their locations. Already robot guards are in operation, albeit in a largely
prototype capacity, in some parts of the United States. Denning Mobile Robotics of
Massachusetts has agreed to supply the Southern Steel Company, the nation’s largest
manufacturer of detention equipment, with several hundred robots a year for several
years. The aim was to provide systems that could be used to augment human guards.
For example, to patrol prison corridors at night. The robots are designed to move at

about 3 km/h to detect human odours, and to transmit sound and pictures.

Long Range .
Proximity Detector

Nlcrovave -
Motion -
petector.
Ultrasonic
S e e e 2 ;l
ok . ===1  Aebient
"'QL\ /'o i 7 |~ Temperature
ke ,,A Sanaor
Detector / ;‘!} "
Pl;clv:d / )
Infraz Ultrasonic
Sensor & 3
L o, 06
Passive
Infrared ﬂ
Sensor
‘: Ultrasonic
..9 A R T T
%; . [0
" 0 [~~~ Near Infrared
\__:/ Proximity Sensors
Quick - .
Release g Ko
in B

Right Wheel
Drive

Floor
Bensor 1 Sensor

Figure 1.5. Robart-II



14

Such robots would be able to undertake suicide missions in the case of prison
riots, venturing into hazardous situations and transmitting information for as long as
they survive. The Robart project , already encountered as a military system, also has a
relevance to civil security requirements. The structure of Robart-II is shown in Fig.
1.5. There are now three Robart systems progressively equipped with ever more

sophisticated technologies.

1.3.4 In Hazardous Environments :

High radiation environments present many hazards to human beings; operators
can wear protective clothing, but there are still many potential dangers, particularly
when lengthy repairs have to be carried out to a reactor or when an entire plant has to
be decommissioned. Already various types of robot systems have been used in
nuclear power plants for maintenance and decommissioning purposes and their use is
expected to increase in the years ahead. For example, the Rover I remote
reconnaissance vehicle was employed to penetrate the radioactive basement of the
damaged Three Mile Island Nuclear Plant in The USA, and to take pictures and
radiation measurements. A sibling vehicle, Rover II, then took material samples from
the inside walls of containment buildings, so aiding the creation of a comprehensive
database of damage information. Another vehicle, Workhorse, has been developed at
Carneige Mellon University in Pittsburgh to take a range of operational initiatives in a
nuclear plant environment. Workhorse comes equipped with on-board saws,

scrapers, and wrenches, all of which can be selected by a 7m mobile arm.

In the same vein, a group of nine Japanese companies, supported by the
Ministry of International Trade and Industry (MITI), is working to develop a family
of robots for dismantling obsolete nuclear plants. The German company
Kerntechnische Hilfdiest Gesellschaft (KGH), has supplied a mobile robot to aid and
surveillance and sampling tasks at Chernobyl.

Mobile robots are also potentially attractive for inspecting dangerous areas in

fires and for providing a fire-proof vehicle can be sent through a fire to rescue people
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trapped by flames or smoke. An alternative is for the robot to carry supplies such as
escape devices, breathing equipment or a portable refuge to trapped people. Such a
robot would probably be teleoperated by radio or, if the building was designed with
this in mind, could be a wire-guided AGV. A third possibility is wall-following

navigation, this would need a map of the building to be prepared in advance.
1.3.5 In the Home:

Any self-respecting domestic robot must be able to perform many tasks such
as cleaning, washing, cooking, childminding, tidying, bathing the baby. There are no
robots that can do this much, and the ones that can do even a few of the necessary
tasks have usually been dauntingly expensive. As early as 1976, Quasar Industries in
New Jersey had designed and built a 1.6m tall robot that could be programmed to
perform a number of domestic chores. For example, it could map floors, mow lawns,
and run through simple cooking procedures. The aim was to make this robot
available by 1980 at a cost around $ 4000, but after the initial launch not much was
heard about it. By the early 1980's a number of companies in the USA and Japan
were working to develop economical domestic robots. A product of the Androbot
venture, TOPO looked like a friendly plastic toddler, though it lacked the average
toddler’s capacity for independent initiatives. A later Androbot product, BOB (Brains
On Board) was intended to be a brighter fellow. Other robots of this type include
Heath's HERO (Heath Education on Robot) able to detect intruders, to perform

simple domestic tasks, and to converse in limited fashion with a human user.

There should be scope for task performance both inside and outside the house.
For example, it may be useful, for a domestic robot to be able to clean all the outside
windows of a house, to secure a displaced tile and to repair a damaged chimney.
Such a robot might be able to climb the outside walls of a house using suction feet.
Already a robot called the Skywasher has been designed to crawl on the surface of
building while washing the windows. This device measures Im by 1m and weights
20kg; it is equipped with six sets of suction cup feet to enable it to walk horizontally

or vertically in a sidestep fashion, a set of wipers and a washing fluid system. Such a
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system shows what we may expect in the years to come. However, James Crowley
from Carneige Mellon University in Pittsburgh says that "The technical state-of- the-
art for a domestic robot can be compared to the situation in aviation at about the time
of the Wright brothers' first manned flights."

1.3.6 In Entertainment:

Robots have also been designed to play instruments. One of the most
remarkable robots involved in entertainment is WABOT-2, an impressively
anthropomorphic keyboard playing fellow from Waseda University in Japan.
WABOT-2 [18] has dexterous fingers to play an organ or a piano, feet to operate
pedals, eyes to sigh-read sheet music and a brain to supervise all the perceptual and

motor processes. WABOT-2 can walk, hear, and converse with human beings .

1.3.7 In Planetary Exploration :

Active exploration of other planets could answer many questions about the
nature and origins of our solar system. sending astronauts or remotely controlled
vehicles is possibility, but a manned expedition is highly unlikely in the near future,
and conventional teleoperation is impractical because of the long signal times. A
more promising approach is to launch an unmanned prospector and a vehicle to

return collected samples to earth.

In the 1970’s, there was a Mars rover research program at the Jet Propulsion
Laboratory sponsored by NASA, and the results of the research were reported at the
time [19]. However, the program ended in 1979. Recently, interest in planetary
rovers has revived. The broad objectives of NASA’s proposed Mars Rover and
Sample Return mission would be to observe and gather materials representative of the
planet’s geophysical, meteorological, and biological conditions and return a varied
selection of samples. Since the payload of the return vehicle is limited, the mission

requires a sophisticated on-site system that can explore, assay, and select.
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Current NASA planning is for a launch of a Mars rover and sample return
mission perhaps in 1998, if funding is forthcoming. The JPL experimental rover can

be seen in Fig. 1.6

Figure 1.6. A Mars rover, JPL

Carneige Mellon University initiated a research program that addresses the
central robotics challenges of designing a roving explorer capable of operating with
minimal external guidance . The purposes of this research are to confront issues not
faced by laboratory robots, to identify and formulate the difficult problems in
autonomous exploration, and to generate insights, principles, and techniques for their
solutions. According to these considerations, a prototype legged rover, called the
Ambler (loosely an acronym for Autonomous MoBile Exploration Robot), and testing
it on full-scale, rugged terrain of the sort that might be encountered on the Martian

surface.
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1.3.8. In Underwater Applications:

The underwater robots are generally used in visual inspection, cleaning work,
non-destructive inspection work, simple maintenance work. The conceptual view of

an underwater robot with a tether can be seen in Fig 1.7.
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Figure 1.7. Underwater robot

Tetherless autonomous mobile robots are desirable for works at great depth
since the drag imposed by the tetherline is an important limiting factor. As the cable
length is increased, it becomes thicker ; then the power required to pull it increases
correspondingly [20]. Because of the water murkiness, vision can be utilized only at
extremely short ranges. The range of perception can be increased by using the
ultrasonic systems. However the quality of perception drops substantially. One of the
autonomous underwater mobile robot was developed at the Uriiversity of New
Hampshire. Their EAVE-East Vehicle is controlled by the on-board expert system.
The master-computer also directs all other intelligent functions. An eight-legged
mobile robot called RECUS, made by Komatsu, has been used for surveying the sea-
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bed in preparation for bridge construction and has been proposed for other tasks such

as leveling mounds of rubble.

The Naval Ocean Systems Center has developed an unmanned free
swimming submersible for underwater pipeline search and inspection. A multitasks
operating system provides functions for pattern recognition, sensor and effector
coordination, communication with the surface and representation of knowledge
acquired from the environment. The swimmer could work either completely
autonomously or tethered with a fiber optic link. The swimmer locates a pipe by
searching for a magnetic signature similar to that of a pipe. An acoustic altimeter is

also used to survey the ocean bottom near the pipe.



CHAPTER 2. LOCOMOTION SYSTEMS OF MOBILE ROBOTS

Locomotion is the subsystem that gives the robot its mobility. In the design of
mobile robots, the form of locomotion utilized by the robot must first carefully
selected. As this selection of the type of locomotion is crucial to the performance of
the robot, poor selection can make success in the design of the mobile robot near to

impossible. Locomotion systems can be classified as follows:

a. Wheels

b. Legs

c. Tracks

d. Articulated body

e. Combinations of the basic configurations

In theory, the choice depends upon trade-offs in power requirements, costs,
desired locomotion characteristics, and the surfaces which the robot must transverse.
In practice, however, the choice is usually wheels. Because there are several
engineering problems remain unsolved in legged mobile robots. Wheels perform well
if the terrain is level or has only a limited slope, is reasonably smooth and good
traction . Otherwise tracks can be used, they are well suited for outdoor, off-road
applications. They can even climb stairs. In wheeled and tracked locomotions [21],
the configuration is said to be artificial, because in animals endless rotational motion is

not observed at all.

Generally speaking, mobile robot based on leg is not practical. Its mechanism
usually weights too much since large number of actuators are required to drive the
system of the multi degree of freedom and at present commercially available actuators

are bulky and heavy. To achieve the required motion of the vehicle some actuators
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may have to work in ways which do not contribute to propulsion, but waste some
power. Legged mobile robots are difficult to design, the computations required for
leg control and balance are numerous and difficult and their power drain is so large
that these robots are currently seen as only experimental models in the university or
R&D Laboratories. But the legged locomotion has special characteristics such as the
greatest capability of going over most types of terrain and climbing stairs. A smooth
ride can be achieved on rough ground; a leg does not like a wheel, waste power by
always having to climb out of a rut of its own making and is less susceptible to digging
deeper and deeper until the vehicle stops and feet may do less damage to the ground

than tracks or wheels.

2.1. Wheeled Mobile Robots:

Although legged and tracked locomotion systems has been studied, the
overwhelming majority of the mobile robots which have been built and evaluated
utilize wheels for locomotion. Wheeled mobile robots are more energy efficient than
legged or tracked robots on hard, smooth surfaces. Three wheel types are used in
Wheeled Mobile Robot (WMR) designs:

1. Conventional
2. Omnidirectional
3. Ball Wheels

In addition, conventional wheels are often mounted on a steering link to
provide an additional DOF [22]. The configurations of the three wheels are shown in
Fig 2.1
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The kinematic relationships between the angular velocity of the wheel and its

linear velocity along the surface of travel are compiled in Table 2.1.

Table 2.1. Wheel equations of motion

Kinematic Relationships
Conventional and Steered Omnidirectional Ball
Conventional
V, =0,R V, =0,,R-o,rcos(n) V,=0,R
V,=0 V, =0, rsin(n) V,=0,R
OJZ:O)WZ mZ=COWZ Cozzo)wz
where,
V,and V, x and y components of the linear velocity of the wheel at the
point of contact.
o, z component of the angular velocity of the wheel at the point
of contact.
., Angular velocities of the roller about their axles.
O s Dy Dy X, v, and z angular velocities of the wheel about its center.
o, Angular velocity of the steering link about the steering axis.
n Angle of the roller axles with respect to the wheel orientation.
Randr Radii of a.wheel and roller.

The conventional wheel having two DOFs is the simplest to construct. It

allows travel along a surface in the direction of the wheel orientation and rotation

about the point of contact between the wheel and the floor. The rotational degree of

freedom is slippage, since the point of contact is not stationary with respect to the
floor surface. Even though the rotational slip is defined as a DOF, slip transverse is

not considered to the wheel orientation a DOF, because the magnitude of force

required for the transverse motion is much larger than that for rotational slip. The

conventional wheel is by far the most widely used wheel; automobiles, roller skates,
and bicycles utilize this wheel. The omnidirectional wheel has 3 DOFs. One DOF is

in the direction of the wheel orientation. The second DOF is provided by motion of

rollers mounted around the periphery of the main wheel. In principle, the roller axles
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can be mounted at any nonzero angle 1 with respect to the wheel orientation. The

omnidirectional wheel in Fig. 2.3 has roller axle angles of 45° respectively. The third
DOF is rotational slip about the point of contact.

It is possible, but not common, to actuate the rollers of an omnidirectional
wheel with a complex driving arrangement. The most maneuverable wheel is a ball
which has three DOFs without slip. An omnidirectional wheel which is steered about
its point of contact is kinematically equivalent to a ball wheel, and may be a practical
design alternative. A definition for a wheeled mobile robot can be given as follows:

‘A wheeled mobile robot is a robot capable of locomotion on a surface solely
through the actuation of wheel assemblies mounted on the robot and in contact with
the surface.” A wheel assembly is a device which provides or allows relative motion
its mount and a surface on which it is intended to have a single point of rolling
contact. Each wheel and all the links between the robot body and the wheel

constitute a wheel assembly.

Kinematic models of WMRs are inherently different from those of stationary
robotic manipulators and legged or tracked mobile robots. There are generally six

practical assumptions to make the modeling problem tractable:

1. The wheeled mobile robot does not contain flexible parts. It states that the
dynamics of such WMR components as flexible suspension mechanisms and tires are

negligible. This assumption is made to apply rigid body mechanics to kinematic
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modeling. Flexible structures may play a significant role in the kinematic analysis of
WMRs.

2. There is zero or one steering link per wheel. This assumption limits the
complexity of the kinematic model.

3. All steering axes are perpendicular to the surface. With this assumption all
motions are reduced to a plane. Therefore, all components of motions are
constrained to a rotation about the normal to the surface, and two translations in a
plane parallel to the surface.

4. The WMR moves on a planar surface. This assumption neglects irregularities in
the actual surface upon which a WMR travels. Even though this assumption restricts
the range of practical applications, rough, bumpy, or rock surfaces do not lend
themselves to energy-efficient wheeled vehicle travel.

5. The translational friction at the point of contact between a wheel and the
surface is large enough so that no translational slip may occur. It ensures the
applicability of the theoretical kinematic properties of a wheel in rolling contact for
the two translational degrees of freedom. This assumption is realistic for dry surfaces,
as demonstrated by the success of breaking mechanisms on automobiles.

6. The rotational friction at the point of contact between a wheel and the surface is
small enough so that rotational slip may occur. The wheels must rotate about their
points of contact to navigate a turn. Since WMRs also rely on rotational wheel slip,

this assumption can be included.

Wheeled mobile robots usually have three or four wheels, although six or
more are possible. Some configurations even have sets of double wheels. Four
wheels offer more stability, if all are driven more traction, and slightly better clearance
capabilities. Three wheels offer less complex steering, the elimination of shock
absorption mounting, less weight for the wheel assembly and some navigational
improvements. There are three fundamental ways of steering a wheeled mobile robot

as it is shown in Fig. 2.4.
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Figure 2.4. Steering methods for wheeled mobile robots

In the least restricted way, Fig 2.4-a, all the wheels can be turned together or
differentially, resulting in translational or rotational motion or a combination. Such a
vehicle can rotate about its own center and being very maneuverable, is favored for
robots in buildings [17]. The second way used by some wheeled mobile robots, is
differential steering of a pair of fixed wheels Fig 2.4-b. Again it allows rotation on
the spot, but the vehicle can not move sideways. The third way, (Fig 2.4-c), is to
pivot one wheel or a group of wheels, while others remain fixed; this the method
used by cars and bicycles. It has rather poor maneuverability, but simplifies the
construction of fast and efficient vehicles. This arrangement is rarely found in robots
as turned round in a confined space or passing through a narrow gap tends to need
complex back-and-forth maneuvering . Various wheel configurations can be also
seen in Fig 2.5. Fig 2.5;a shows a configuration with two rear drive wheels and
single front steering wheel. Fig 2.5-b shows all wheels providing drive and steering.
This design has been used in Cybermation mobile robot. Another’clever approach is
the wheel chosen for TOPO, a personal home robot developed by Androbot. This
technique shown in Fig 2.5-c has the wheels at an angle to the floor, making the robot

easier to steer and more stable.
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Figure 2.5. Various wheeled mobile robot configurations

Fig 2.5-d shows Weinstein’s approach in which three rotating wheels spaced
120° apart allow the robot to climb stairs. The robot is normally supported by two of
the wheels. When it comes to stairs or other obstacles of less than half the wheel’s
height, contact forces make the configuration rotate automatically and allow the robot
to climb the stairs [2]. Carnegie Mellon’s Pluto robot has two wheels on each of the

support legs, as shown in Fig 2.5-e.

As a design consideration in wheeled mobile robots, larger wheels can roll
over minor obstacles and allow the robot’s undercarriage to clear small objects on the

floor, but larger wheels raise the robot’s center of gravity, which makes it less stable
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and contributes to the reduction of the robot’s available dead-reckoning positioning
accuracy. In other words, when a wheel goes over an object, the apparent path length
increases, which affects the robot’s internal position calculations. Because of stability
and accuracy considerations, most systems have adopted small wheels from 10cm to

30cm.

Briefly, although wheels are limited in their terrain adaptability, they are

extremely effective on even ground and the mechanisms can be simple and

lightweight.
2.2. Tracked Mobile Robots:

Tracked vehicle design has been around for many years, such as on tanks and
bulldozers. The two tracks can be bands or belts and have continuous or linked
element arrangements. Driving wheels may be smooth or use sprockets. Some
wheels are driven and others, called idlers, are allowed to freewheel. Some idlers
support the vehicle weight as it runs along the ground, are then called rollers. Fig 2.6

shows the arrangements between drive wheels, idlers and rollers.

Idler
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Drive Roller
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Figure 2.6. Tracked vehicle drive

For the tracked mobile robots to climb obstacles, the general track shape must
be trapezoidal. Thus, the robot has its own built-in ramp. The height of the ramp
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must be greater than any obstacle the robot is expected to cross. The distance
between tracks affects vehicle maneuverability as does track length. For good
maneuverability, the width must be about 70% of the track ground contact length. In
addition to maneuverability considerations, the length of any tracked vehicle is a
function of the width of any unsupported. area that the vehicle must traverse. As a
minimum, the track length must be at least the length between the supports and

proper design would use three times the unsupported area.

Figure 2.7 HELIOS 2

Being lower, tracked vehicles have more clearance problems than do wheeled
vehicles. They can also cause greater floor damage. Although the track distributes
loads over a greater area, they can still damage wires they may run over by pinching
them. Total weight of the mechanism is much greater than for wheeled models and

drive efficiency is poorer, so the vehicle uses much more power.

HELIOS 2, shown in Fig. 2.7, is an example of tracked mobile robot. It has
developed at Tokyo Institute of Technology. It has four crawler tracks, each of
which has an axled at the central and is torque controlled. The mechanism to drive
the upper body to the pitching, and a pitching angle sensor are installed in HELIOS 2.

By using these drive-sensor mechanism, the center of gravity of the entire vehicle is
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always maintained at the middle of the crawler while keeping the posture of the body
horizontal when moving on a slope or staircase. The rolling angle is also sensed and

body is maintained horizontal by the bending angle control of the tracks.

2.3. Legged Mobile Robots:

There are two serious reasons for exploring Legged Mobile Robots (LMR).
One reason legs provide better mobility in rough terrain is that they can use isolated
footholds that optimize support and traction, whereas a wheel requires a continuous
path of support. As a consequence, a legged system is free to choose the best
fdotholds in the reachable terrain whereas a wheel is forced to negotiate the worst

terrain [23].

Another advantage of legs is that they provide an active suspension that
decouples the path of the body from the path of the feet. The payload is free to travel
smoothly despite pronounced variations in the terrain. A legged system can also step
over obstacles . The performance of legged vehicles can, to a great extent, be
independent of the detailed roughness of the ground. Legged mobile robots will need
systems that control joint motions, sequence of the use of legs, monitor and
manipulate balance, generate motions to use known footholds, sense the terrain to
find good footholds and calculate negotiable foothold sequences. Most of these tasks
are not well understood yet, but research is underway. A second reason for exploring
legged mobile robots is to understand how humans and animals use their legs for

locomotion.

The milestones in the development of legged robots can be seen in Table 2.2
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Development of Legged Robots

1850

Chebyshev

Designs linkage used in early walking
mechanisms

1872

Muybridge

Uses stop-motion photography to
document running ani

1893

Ryge

Patents human-powered
mechanical horse

1945

Wallace

Patents hopping tank with reaction
wheels that provide stability

1961

Space General

Eight-legged kinematic machine walks
in outdoor terrain.

1963

Cannon,Higdon and Schaefer

Control system balances single, double,
and limber inverted pendulums

1968

Frank and McGhee

Simple digital logic control walking of
Phony Pony

1968

Mosher

GE quadruped truck climbs railroad
ties under control of human driver

1969

Bucyrus-Erie Co.

Big Muskie, a 15.000-ton walking
dragline is used for strip mining. 1t
moves in soft terrain at a speed of 900
fi/hr

1977

McGhee

Digital coordinate coordinates leg
motionsof hexapod walking machine.

1977

Gurfinkel

Hybrid computer controls hexapod
walker in USSR

1977

McMahon and Greene

Human runners set new speed records
on tuned track at Harvard, Its
compliance is adjusted to mechanics of
human leg.

1980

Hirose and Umetani

Quadruped machine climbs stairs and
climbs over obstacles using simple
sensors. The leg mechanism simplifies
control.

1980

Kato

Hydraulic  biped walks  with
quasidynamic gait.

1980

Matsuoka

Mechanism balances in the plane while
hopping on one leg,

1981

Miura and Shimoyama

Walking biped balances actively in
three-dimensional space

1983

Sutherland

Hexapod carries human  rider.
Computer, hyraulics, and human share
computing task.

1983

Odetics

Self-contained hexapod lifts and moves
back end of pickup truck

1987

OsuU

Three-ton  self-contained  hexapod
carrying human diver travels at 5 mph
and climbs over obstacle,
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An interdependence exist between the mechanical design of legs and gaits that
is fundamental to performance control. The sophistication in control must be
matched by sophistication in mechanical design in order to produce a useful machine.
Gate analysis can provide data on stability, performance, or curved or uneven terrain
and dynamic interaction of components and power efficiency. Although an
understanding of animal joints and gaits is now generally understood, researchers in
mobile robotics have chosen to develop low cost, simple concepts that can be easily
controlled. Fundamental to control of legged mobile robots is a understanding of
gaits. A gait of an articulated living creature or a walking machine is the corporate
motion of the legs, which can be defined as the time and location of the placing and
lifting to each foot, coordinated with the motion of the body in its six degrees of
freedom, in order to move the body from one place to another. Animals select various
gaits depending on terrain and desired speed. Sensory data is required to select
intelligently the optimum mode for the desired operational speed or terrain.
Knowledge of gaits provides the designer with a base of which control algorithims
for walking machines can be written. Two forms of gait analysis have been developed
analytical and graphical methods. Of the two forms, graphical method provides a
quick understanding of the geometrical representation of the gait and is the most
useful for mechanical designers. Footfall formulas are an early modern technique for
representing gaits. The animal is observed from above as it transverses from left to
right. Foot contact with the ground is indicated by the black circles with the arrows

indicating direction as it is shown in Fig. 2.8.
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Figure 2.8. Footfall diagram for four legged animal
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A more elaborate technique was developed by Hildebrand known as the ‘Bait
diagram”. This is not only records the sequence placement and lifting of different
feet, but also provides support and transfer phases of each leg as a function of
time.(Read clockwise, the circumference of the circle represent the cycle time.) Other
forms of gait diagrams include the successive support patterns of gait, with the arrow

showing direction as it is shown in Fig. 2.9,
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Figure 2.9. -Successive Gait Pattern Diagram

The stationary gait pattern incorporate support patterns at different times and
the corresponding body motion for each support pattern. It is useful for studying the
gait stability margin of periodic gaits. The lateral motion sequence presents the
machine in profile in a multiple' sequence and provides center of gravity as an aid to
understanding obstacle crossing. All of the above may be comptl;ter generated and
are useful for building up more complex two-and three-dimensional graphics that
provide walker stability and the gait adjustment necessary to traverse obstacles.
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2.3.1. Types of Legged Mobile Robots:

A) One-legged Robots

A one legged mobile robot that could dynamically balance while hopping
around was developed by Marc Raibert while at Carneige Mellon University [24].

The main purpose was to develop the necessary algorithms for dynamic balance .

The equations of motion for a planar one-legged model, with a massless leg

and hip located at the center of mass as shown in Fig 2.10 , are:

J

Figure 2.10. Model of planar one-legged system

mi';=fsin6F%cos9 (2.1)
m'z'=fcosﬂ+%sin9-—mg (22)
Jo=1 (23)

where,

X,Z,0 are the horizontal, vertical, and angular positions of the body,

r,0 are the length and orientation of the leg,
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T is the hip torque. Possitive T accelerates the body in the positive ¢
direction,

f is the axial leg force. Positive f accelerates the body away from the
ground,

m is the body mass,

J is the body moment of inertia,

g is the acceleration of gravity.

The unit used a remote computer to solve the motion equations, so a tether
cable was required between robot and computer. This approach would automatically
compensate for uﬁbalancing forces, so even a hard shove against the side of the robot
would not knock it over; the robot would just hop off in the direction in which it was
pushed. This work is being continued at MIT.

B) Two-legged Robots

The Japanese have been leaders in two-legged walking robot research.
Advantages of two-legged robots include narrower width and consequently greater
maneuverability in confined spaces. WL-5, an early two-legged walker developed at
Waseda University , took its first tentative steps in 1972. Hydraulicly powered, it uses
disproportionately large feet for stability. A shuffler more than a walker, WL-5,
achieved static walking. Invented by Ichiro Kuto at Waseda University, Tokyo,
Japan,the design displays the first two evolutionary stages:

1. The oversimplified design deletes the knee and ankle joints,
2. Distributed actuators with standard motors or hydraulic actuators arrayed for
powering the hip, knee, and ankle joints.

The latter stage is embodied in the WL-10RD (shown in Fig. 2.11) which
started walking in 1984,
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Figure 2.11. WL-10RD

It has six degrees-of-freedom per leg and walks forward, backward, and
sideways, but can not turn. It takes 4.8 seconds for a stride of 45cm and weights 80
kg with a maximum step rate of 1.3 seconds per step. Its inventors describe the

walking motion as taking place in two phases:

1. Change over phase, in which only the ankle joints of the legs move and the
center of gravity is transferred from the rear leg to the front leg by moving the ankles
only. In this phase, the robot, as an inverted pendulum, leans forward. This phase
causes a large shock, which is absorbed by providing the ankles with flexibility.

2. Single support phase, in which the center of gravity remains almost unmoved,

and the swing leg is moved from the backward position to the forward position.

WHL-11(Waseda Hitachi Leg) is a walking robot, with links resembling
human limbs. The robot has six degrees-of-freedom per leg, compared with seven in
humans. It walks slowly, taking 10s per step. With a step of 50.8 cm, the speed is
thus limited to about 0.16 km/h. The robot is completely autonomous, containing its
hydraulic pump, electric power, and computer system. WI-12, the latest model in the

series, succeeded the earlier models in 1987.
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C) Four-legged Robots:

There has been less interest in four-legged robots because they are not as
stable as six-legged ones, but they are more complex than two-legged robots. The
MIT Quadruped [25], which is shown in Fig 2.12, is an example of dynamically
stable running machine. Not limited to running, the Quadruped may also trot, pace,
bound, pronk, and make transitions between these gaits.
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2 degreas

b
b
’:.:?.',:':L‘i

VA A AR S G S G Sa G AR A (A A
Figure 2.12 MIT Quadruped -

An aluminum frame supports four opposing legs, hydraulic cylinders, hip,
actuators, gyroscope, and computer interface electronics. Gimbaled hip actuators
provide pitch and yaw and the telescoping legs perform the function of the extend and
retraction of the knee. An air spring chamber in the end of each leg provides spring.
Linear potentiometers provide sensing for leg length, overall leg length, leg spring
length, and contact between the feet and the floor. The gyroscopes provide pitch,
yaw, roll orientation of the body. Hydraulic power is provided through umbilicals.

/
Control algorithms were written for various trotting, pacing, and bounding
gaits. Two level of control are used: ‘
1. High level: Gait control for vertical bouncing motion, stabilizes the forward

running speed, and keeps the body level.
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2. Low level: It provides coordination of legs, manipulation of the legs for feet
placement, relative forces a pair of legs exert on the ground, and torque the hips

experience from the legs.

Leg structure of MIT Quadruped can be seen m Fig 2.13.
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Figure 2.13 MIT Quadruped Leg Assembly

Another example of four-legged robot is TITAN IV which is exhibited at the
science exhibition of Tsukuba in 1985. On sole of the feet are installed whisker
sensors which identify the ground contact conditions and detecs the obstacles such as
the step of a staircase 26]. The body of the vehicle is maintained horizontal by using
inclination sensors. TITAN IV has made only statically stable locomotion with a
velocity of 8 cm/sec at the exposition, but its control software has been improved to

achieve dynamically stable walk.
D) Six-legged Robots ;

Ohio State University is building an ambitious machine , called the Adaptive
Suspension Vehicle 27]. This multimillion dollar, DARPA funded project is an
example of robotic ‘Big Science”. It is very interesting, but a person wanders if more

could have been done to produce a practical machine. It must be used outdoors. Its
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dimensions are 5m long, 3.9m high, and 1.6m wide. It weights approximately 2600
kg, cruise speed is 2.25m/s, while top speed is 3.6m/s. A 900 cc, 70 kW motor cycle
engine drives a 0.25 kW/hr flywheel that transfers power to a group of 18 variable
displacement pumps interconnected via parallel line shafts that run the vehicle’s length
through toothed belts. The actuators are double acting hydraulic cylinders powered
by the pumps, loading of each leg is obtained by reading the hydraulic pressures
across the multiple actuators. It requires a driver, albeit with much less burden for the
operator due to advanced computer control. The operator uses a six axes joysticks
for general motion of the ASV with the control of the individual limbs and
coordination of the legs controlled by computer. Sophisticated optical radar mounted
on the top of the cab provides terrain information that is used for foothold selection
and body orientation in some control modes. A vertical gyro provides a vertical
reference, while rate gyroscopes and accelerometers provide information on body
movements, All six legs are fitted with three axes force sensors to determine the three

force components at the ankle. A pantograph structure is used on the legs Fig. 2.14.
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Figure 2.14 Pantograph structure of ASV Leg

Extention and retraction is powered by linear motion of the actuator. The
upper portion provides lift, and abduction/adduction is generated by pivoting the
entire mechanism. The hip achieves pitch and yaw in a very cumbersome way, that

incorporates the knee into the hip mechanism with no ankle actuation.
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One other famous six-legged walking robot is the FUNCTIONOID by
Odetics, Inc. of Anaheim, California, has achieved perhaps the greatest fame of any
modern robot system and has appeared on television and countless magazine covers

as well as in numerous newspaper articles ( shown in Fig 2.15 ).

Figure 2.15 Functionoid created at Odetics

It weights 167.8 kg. A 24V, 25A/hr aircraft battery provide a self-contained
power source with up to one hour of operation [28]. When walking 450 Watts of

power are consumed, but at rest a mere two Watts are used. Eighteen motors are
employed and the largest motors being used for lifting. On the reverse stroke, the
motors act as generators, storing the surplus power in the battery. Brakes on the
motors also help to conserve power. A double tripod, the system raises three
articulated legs at a time to advance. The other three support the machine. The legs
are a parallelogram design similar to the one used in industrial robot arms as it is
shown in Fig 2.16. Ball screws operate the hip pitch and ankle pitch motion, and hip
yaw swings the assembly via a gear drive for side to side motion. The robot can
operate with a full load for about an hour before battery recharging is required. This

device has a glass head where two cameras are housed.
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Primary Structure V = Vertical Motor
E = Extension Motor
S = Swing Motor

Figure 2.16 Functionoid Pantograph Leg

Another significant implementation is Ambler, built at Carneige Mellon
University [29]. The aluminum Ambler was designed for planetary exploration. The
Ambler configuration consists of six legs stacked coaxially at their shoulder joints as it
seen in Fig 2.17.
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Figure 2.17 Configuration of Ambler

Each leg is mounted at different elevation on the central axis of the body and
can rotate fully around the body. Each leg consists of two revolute joints that move in

a horizontal plane to position the leg, and the prismatic joint at the end of the elbow
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link that effects a vertical telescoping motion to extend and retract the foot. Thus the
locomotor has 18 degrees of freedom. The planar reach of a leg is 2.5 meters and the
telescopic distances 1 to 2 meters, depending on the position of the leg on the stack.
The average overall height of the Ambler is approximately 3.5 meters, and its nominal
width is approximately 3 meters. With these dimensions, the Ambler can step over
obstacles 1 meter high while maintaining a level body trajectory. Therefore the design
provides a stable platform for sensors, scientific instrument and sample acquisition
tool. The action of Ambler can be described as follows: A single leg reaches out in
front of the other, places itself firmly on the ground like a ski pole and then pulls the
machine forward. In the event of an accident or failure, any functional leg can
reposition itself to substitute for any failed leg. Thus, The Ambler retains its ability to
walk even if it loses mobility in two legs. Its two stacks are connected to an arched
body structure that involves enclosures for power generation, electronics, computers,

and scientific equipment.
2.3.2, Main Problems In Legged Mobile Robots

The legged mobile robots described above are not useful vehicles or even
prototypes for such vehicles. They are experimental apparatus used in the laboratory
to explore ideas about legged locomotion. Each was designed to isolate and examine

a specific locomotion problem, while postponing and ignoring many other problems.

The problems remain to be solved before legged robots are transformed into

practical machines that do useful work are as follows:

a) Terrain Sensing:

Perhaps the most important problem limiting current walking machines, as
well as other forms of autonomous mobile robots, is their inability to perceive the
shape and the structure of their immediate surroundings. Humans and animals use
their eyes to locate good footholds, to avoid obstacles, to measure their own rate and
direction of progress, and to navigate with respect to visible landmarks. The problem

of giving machines the ability to see, has received intensive and consistent attention



43

for the past thirty years. There has been steady progress during that period. Current
machines can see well enough to operate in well-structured and partially structured

environments, but it is difficult to operate autonomously in rough outdoor terrain.

b) Travel on rough terrain:

Complete knowledge of the geometry of the terrain, as might be supplied by
vision or these other sensors, would not in itself solve the problem of walking or
running on rough terrain. A system traveling over rough terrain needs to know or
figure out what terrain shapes provide good foot holds, with sequence of footholds
would permit traversal of the terrain and how to move so as to place the feet on the
available footholds. It will be necessary to coordinate the dynamics of the vehicle

with the dynamics of terrain.

There are several reasons that terrain becomes rough and therefore difficult to
negotiate such as not level surface, limited traction, areas of poor or nonexistent
support, vertical variations (minor or major), large obstacles between footholds,
intricate footholds. The techniques that will allow legged systems to operate in these
sorts of terrain will involve the mechanics of locomotion, kinematics, dynamics,
geometric representation, spatial reasoning and planning. Limb control has been also a
problem because three types of control are being attempted at once. These are
dynamic balance, forward motion and turning. The computer programs for legged

mobile robots perform several functions, including:

e sampling and filtering data from the sensors,

¢ transforming kinematic data between coordinate systems,

e executing, the three-part locomotion algorithms for dynamic balance, forward
motion and turning,

e controlling the actuators,

o reading operator instructions,

o storing walking behavior.
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In addition, design choices must be made in two other areas : The number of legs
and the gait. In general, more legs means more balance, but control and coordination
problems are more difficult. Gait refers to the order in which the legs are moved and
to the number of legs on the ground at one time. Some gaits are more stable than
others. The perception and control mechanisms required for legged systems to travel
on rough terrain will require a substantial research effort, but the important problems

can be solved within the next ten years if they are pursued vigorously.

¢) Mechanical Design and System Integration:

When these sensing and control problems are solved, it will remain to develop
mechanical designs that function with efficiency and reliability. Useful vehicles must
carry their own power, control computers and a payload. There are several
interesting problems such as energy efficiency, structural design, strength and weight
of materials and efficient control. For instance, the development of materials and
structures for efficient storage and recovery for energy will be particularly important
for legged mobile robots.

d) Static and dynamic balance:

Static balance is balance with robot standing still. A robot, three or more
legs, has static balance. A two-or one-legged robot must rely on dynamic balance or
balance under motion, which is much harder to accomplish due to the generally high
center of gravity of a legged robot. Even a three- or four-legged robot becomes
potentially unstable as it moves its legs and requires dynamic balance to move. If
three legs can always be kept on the ground at one time and the center of gravity of
the robot is within the leg contact points, static balance is sufficient. This can be

accomplished with many six-legged robots.
2.4. Articulated Body:

The articulated body mobile robot is a mobile robot composed of several

articulated body segments linked linearly like a snake [30]. By using unified train-like
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configuration and the active coordinated motion of the segments, the articulated

mobile robot posses following characteristics :

It can pass over uneven terrain and narrow paths by actively adapting its long trunk
to the ground topography.

It can cross a ditch by stiffening the joint servomechanisms to bridge the ditch. At
the same time, it can stablely wade a marsh by softening the join servomechanism
to distribute its weight to all segments.

The cross section of the path required for locomotion is small compared with the
volume of the body. At the same time, the driving mechanism of each of the unit
can be simply designed. Therefore the ratio of payload to the path cross section
can be large.

Because of the unified redundant structure, the reliability and maintainability can be
high, The malfunctioning segment can be easily detached and displaced.

It can easily be transported by breaking the robot down into individual segments.

As an example of articulated body mobile robot Koryu-II (KR-II) can be given.

KR-II is a mobile robot composed of several articulated body segments linked

linearly. Connecting mechanism between two units can be seen in Fig. 2.18.

tear connection frame .

power line
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signal lina conneclor  frontal connection plate-

Figure 2.18 Unit Connecting mechanism of Koryu-IT

1t 1s constructed to make surveillance task for fire fighters at the fire site. Each

segment of KR-II is generally cylindrical, and it is connected with its center axes
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standing up vertical to the ground. The linking of the articulation of KR-II is done by
adjusting the alignment of connecting surface by a pair of pins, then fixed by six
linking screws shown in Fig 2.18. There are two degrees of motion freedom at the
joint of the segments. These are: The motion freedom to make vertical linear
motion, and the motion freedom to make turning motion around the vertical axis of
the segment. Also the propulsion is caused by the wheel attached on lower part of the
segment. Thus, there are three degrees of freedoms on each articulation and the

motion of KR-II is generated by the coordination control of these degrees of freedom.

2.5. Combinations of the Basic Configurations:

Some combinations of the basic configurations mentioned above can be also
given as locomotion systems of mobile robots. The Mars Rover, four-legged vehicle
with crawler attached at the heel, developed by JPL ; the five telescopic leg vehicle
with a wheel attached at each heel developed by Hitachi Ltd. are the examples of this
type of configuration [31].



CHAPTER 3. NAVIGATION SYSTEMS OF MOBILE ROBOTS

Navigation, from the Latin navis, a ship, plus agere, to direct, is the process
of successfully directing the movement of a vehicle from one point to another.
Navigation includes the processes of orientation in space, but only as a part of much
broader operational activities. Navigation is the fundamental requirement of mobile
robots. It is also defined as “the science of getting ships, aircraft, or spacecraft from
place to place; the method of determining position, course, and distance traveled” in
Webster’s Ninth New Collegiate Dictionary. It is essential to know the whereabouts
of the vehicle, although the accuracy of the estimate may vary according to the
requirements of the vehicle’s path. In the following, some navigation systems used in

mobile robotics will be explained in details.

3.1. Dead Reckoning:

Odometry is an ancient method of recording distance. Recorded by Hero and
Leonardo da Vinci, odometry, offers a low cost, reasonably accurate method of
providing proprioceptive data by measuring the number of wheel revolutions and
extrapolating distance from that data. This method by counting wheel revolutions,
together with direction finding using a magnetometer or gyrocompass or differential
wheel rotation, is often used for wheeled indoor robots. By measuring the distance
traveled and the steering angle of the mobile robot, the position and heading of the
mobile robots with respect to the start position can be determined. The easiest part
of dead reckoning lies in distance traveled; if the robot continues in a straight line, no
angle measurements are necessary. The distance traveled by the robot for each

complete revolution of the drive wheels is:
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X=27nR (3.1)

R is the radius of the wheel.

The total distance traveled is given as follows:

X = 2nRN (3.2)

where, N is the number of wheel revolutions.

Although knowing the speed of the wheels and the time of travel allows to
calculate travel distance, it is much more accurate to use wheel encoders to determine
the number of revolutions and, from that, the distance traveled. After a turn is made
by the vehicle, the mobile robot needs to know the actual angle of that turn. Fig 3.1
shows a method of determining the new coordinates (X,,Y,) of a mobile robot and

the new heading angle On.

o

Figure 3.1. Turn calculations based on wheel encoders
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It is based on the number of encoder counts, N; and N,, for the left and right wheels.

Assuming both wheels have the same radius R:

Step 1: Compute the average number of counts:

r (33)

Step 2: Compute the difference in count between sides:
N, =N,-N, (3.4)
According to the equation ( 3.4 ), if Np<0, then 6 <0 and the robot turns left.

Step 3: Compute the change in the heading:

2nRN,
ND (3.5)

AO=

where, D is the linear distance between the wheels and Ny is the total number of
encoder counts per wheel revolution. Distance traveled along the arc depends on the
number of counts that occur for each revolution of the wheel and on the radius of the
wheel.
Step 4: The new heading is

6, =6, + A6 (3.6)

Step 5: The new coordinates of the mobile robot,

2nRN ,

cos(0, + A6/ 2) (3.7)
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where, X, is the previous value of X.

Step 6:

2rRN,
Ny

Y, =Y, + sin(®, + A8/ 2) (3.8)

where, Y, is the previous value of Y.

Odometry is simple and inexpensive, however, this method always shows a
steadily increasing error due to wheel slippage and tyre elasticity[32]. Surface
roughness and undulations may cause the distance to be overestimated, wheel slippage
can cause the distance to be underestimated. Therefore the mobile robot needs to call
at intervals at known locations at which the navigation system can be reset. Ideally,
for a tricycle configuration, non-load bearing, knife-edge odometry wheels should be
mounted in line with the rear axle. Such a configuration minimizes errors due to
slippage and avoids changes in the wheel’s circumference due to variations in vehicle
load.

Fig 3.2 shows the structure of a mobile robot and the arrangement of two
driving wheels driven by two dc servo motors and the two measuring wheels that

rotate independently of the driving wheels.
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Figure 3.2. Schematic diagram of a mobile robot
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The location unit is always calculating the current position and heading of the vehicle.
The displacement of the vehicle for a short period is calculated from the rotational
displacements of the measuring wheels, which are detected by rotary encoders. Then
the current position and heading of the vehicle are obtained by adding its displacement
to the last calculations [33]. The principle of this calculation is shown in Fig 3.3. The
current position and heading are used to determine the current command and the
rotational speeds of the driving wheels. Odometry requires only a single integration
instead of the double integration of accelerometer-based devices. Consequently, the

uncertainty grows only as a function of time rather than time squared.
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Figure 3.3. Principle of position and heading measurement

3.2. Inertial NavigationVSystems :

Inertial navigation system has been adapted from aerospace navigation. It uses
a kind of dead reckoning in that position in two-or three-dimensions is calculated as
the double integral of acceleration, measured by accelerometers on a gyrostabilized

platform,

The primary sensor, in an inertial navigation system is the accelerometer.

This instrument produces a precise output. In either analog or digital form, which is
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‘proportional to acceleration applied along the input axis of the sensor. It is necessary
that the accelerometer assembly be referenced to a coordinate system which can be
maintained or defined in a precise manner. The nature of this reference coordinate
system depends on the nature of the vehicle and its mission. For example, a manned
aircraft or a submarine uses an Earth referenced coordinate system, while a space
vehicle is concerned with a inertial reference [34]. Regardless of coordinate system, it
must be handled consistently and information can be provided as needed. To
accomplish the orientation control of the accelerometers, the gyroscope which is an
inertial sensor, is used. The gyroscope has the required characteristics of being able to
prescribe a reference in inertial space. The gyroscopes and accelerometers are
generally mounted in a cluster arrangement which is then gimballed or strapped down
to measure vehicle motions about and along axes. Gyros and gimbals are used in
conjunction with electronics and gimbal torquers to create null-seeking servo loops
for the gimballed case. Any angular motion about the axes is sensed by the
corresponding gyro and via appropriate gimbal control maintains the cluster fixed
within the reference frame, Fig 3.4 displays a schematic of a typical two DOF gyro in
its gimbals. It provides a measure of angular displacement of the case about the two
orthogonal axes. Tilting of one gimbal axis produces torque, known as presession, at
the perpendicular axis. Pickoffs at the gimbal pivot points provide a reference signal
to indicate the gyro’s angle in space.

Quter Gimbal
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Figure 3.4. Schematic of Two Degrees-of-Freedom Gyro

Output transducers on the gimbals provide attitude output. Or the mechanical

assembly of inertial sensors can be strapped down and computationally a reference
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attitude matrix is determined which is effectively the stabilized reference system. The

two approaches give the same results.

While the mobile robot moves, the accelerometer sense the acceleration and
when properly integrated, yields the velocity and distance traveled of the robot. As it
is remarked inertial navigation system requires double integration consequently, the

uncertainty grows as a function of time squared.

A typical gimballed system and a strapdown inertial system as well as their

major component parts are shown in Fig 3.5.

Figure 3.5 Inertial Systems
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A wide array of components and installations for inertial navigation systems is
available as presented in the following:
A. Gyro Types:

Single-degree-of-freedom, two-degree-of-freedom, free rotor and solid state

including:
1) Rotating Wheel:
a) Wheel within float in buoyant fluid
1) Jewelled bearing support,
2) Magnetically supported,
3) Other exotic support.
b) Wheel supported by universal joint (hinge)
1) Torsional hinges,
2) Flex hinges.

c) Wheel or rotor electrostatically supported.
d) Momentum element support
1) Ball bearing,
2) Gas bearing,
3) Fluid bearing,
4) Electrostatic bearing.
2) Optical Gyro (Solid-State Gyro):
a) Ring Laser Gyro: The basic operation of the RLG is to excite and sustain two
oppositely directed travéﬁng waves that can oscillate with different magnitudes and
frequencies. The frequency difference between the two traveling waves under ideal
conditions is to direct function of the inertial rate perpendicular to the plane of
traveling waves.
b) Fiber Optic Gyro: FOGs have the potential of being simpler, more reliable and less
costly to build than RLGs. The most popular FOG is a Sagnac interferometer. The
basic idea is that light traveling in clockwise and counterclockwise directions through
a fiber-optic coil emerges with a slight time and hence optical phase difference
between the two paths when the coil is rotating about the axis of the coil.
3) Nuclear Magnetic Resonant Gyro:

4) Multisensor-Combined Gyro and accelerometer.
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B. Accelerometer Types:
These include single, dual axis, freely supported and the following:
1) Proofmass Supported by Pendulum
a) Electromagnetic restoring loop (analog or digital)
b) Proofinass supported by beam or string or turning fork in oscillator
configuration
¢) Proofimass supported by gyroscope
d) Proofmass supported electrostatically with appropriate readout capability.
C. Reference Platform Mechanization Approaches:
a) Four gimbals utilized to support a cluster of gyros and accelerometers.
b) Three gimbals similarly used with attendant loss of gimbal freedom.
c) Strapdown-the computer utilizes gyroscopic outputs to computationally
establish the reference desired coordinate frame.
d) Hybrid strapdown-gimballed; a combination of gimballed electro-servo
isolation and strapdown reference action.
e) Multifunction platform assembly- a combination of inertial and aided

sensor operation

In Navlab autonomous vehicle [35], an inertial navigation system to acquire
the position and velocity of the vehicle has been used. It consists of three ring laser
gyros, which measure angular acceleration about three orthogonal axis, and three
accelerometers, which measure linear acceleration in three inertial and orthogonal

directions.

The actual design of the inertial system obviously depends upon accuracy
requirements, mission environments, usage time, reaction time, reliability, cost and
many other factors. These sensors although currently expensive one axis gas rate
gyros cost approximately $ 2000 in 1989- are expected to- decline in price, while
performance is expected to improve steadily, especially for ring laser gyros. If such
projections materialize, it can be expected conventional inertial guidance sensors to be

increasingly used.
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3.3. Vision and Direct Imaging Systems:

Vision and direct imaging systems are particularly appropriate sensors to use in
mobile robot navigation applications. Range information plays an important role
because from it, information can be easily derived concerning the mobile robot’s

position, areas of free space and the presence of obstacles.

Stereo ranging, as it is shown in Fig. 3.6, determines the range to an object
when two images are available, either through two cameras, or through the

movement of a single camera .

Object
Y
Camera 1 . d Camera 2
Position p Position
X‘ X2
%
K d A

Figure 3.6. Stereo ranging

In this approach, it is assumed that the two sensor positions are located in a plane
parallel to the image plane. By similar triangles the range Y can be obtained.
Since,
di=d-dy, (3.10)
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Y+f d-d,+x, d,+x,

= 3.11
f X, X, ( )
Rearranging and simplifying the last two terms gives,
d d, d
—=—t4-2 (3.12)
X, X, X
solving for d,, it is obtained.
dx
d, =—2 (3.13)
X, +X,
Substituting in equation ( 3.11 ) and simplifying then gives,
df
= (3.14)
X, +X,

In this formula, x; and x,, corresponding pixe! positions of the left and right camera
respectively, are variables that determine the object range, and f and d are held as

constants.

Depth accuracy is limited by the number of pixels available and nonlinearities
in the image. Accuracy is not good for objects not located between the two cameras.
finding the same point in each picture can be quite difficult. Known as the pixel
correspondence problem, there are two basic approaches to solving it. One method
searches for a characteristic pattern, the other uses correlation techniques within a

moving window.

As a stereo ranging system application, The Stanford Cart which is a remotely
controlled TV equipped mobile robot at the Stanford Artificial Intelligence Lab. can
be given [36]. The Cart gains its knowledge of the world entirely from images

broadcast by the on-board TV system. The Cart uses several kinds of stereo vision to
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locate objects around it in 3D and to deduce its own motion. The system is reliable
for short runs, but very slow. A run began with a calibration of the Cart’s camera.
The Cart was parked in a standard position in front of a wall of carefully painted
spots. The Cart’s camera’s focal length and distortions were determined by parking
the Cart a precise distance in front of, and aiming its camera at, a carefully painted
array of spots pattern and running a calibration program. The program located the
spots in the image and fitted a 2D, third-degree polynomial which converted actual
positions in the image to coordinates in an ideal unity focal length camera. The cart
moves 1m every 10 to 15 minutes, in lurches. After rolling a meter it stops, takes
some pictures and thinks about them for a long time then it plans a new path and
executes a little of it and pauses again. At each pause on its computer-controlled
itenerary, the Cart slid its camera from left to right on a 52-cm track, taking nine
pictures at precise 6.5cm intervals. Points were chosen in the fifth of these nine
pictures. The camera slid parallel to the horizontal axis of the camera coordinate
system, so the parallax-induced displacement of features in the nine pictures was
purely horizontal. The Correlator is a subroutine that, given a feature description
produced from one image, found the best match in a different, but similar, image. Its
search area could be the entire new picture, or a rectangular subwindow. The
Correlator was applied eight times to look for the points chosen in the central image
in each of other eight pictures. The search was restricted to a narrow horizontal band.
This had little effect on the computation time, but it reduced the probability of
incorrect matches. In the case of correct matches, the distance to the feature was
inversely proportional to its displacement from one image to another. The uncertainty
in such a measurement is the difference in distance a shift one pixel in the image
would make. The uncertainty varies inversely with the physical separation of the
camera positions where the pictures were taken. Long stereo baselines give more
accurate distance measurements. After the correlation step, the robot knew a
feature’s position in nine images. It considered each of the 36 possible image pairings
as a stereo baseline and recorded the inverse distance of the feature in a histogram.
Each measurement added a little normal curve to the histogram, with mean at the
estimated distance, and the standard deviation inversely proportional to the baseline,

reflecting the uncertainty. The area under each curve was made proportional to the
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product of the goodness of the matches in the two images, reflecting the confidence
that the correlations were correct. The distance to the feature was indicated by the
largest peak in the resulting histogram as it is shown in Fig 3.7, if this peak was above

a certain threshold. If below, the feature was forgotten.

Figure 3.7 A typical stereo ranging

After having determined the 3D location of the objects at one position, the computer
drove the Cart about a meter forward. At the new position, it slid camera and took
nine pictures. The Correlator was applied in an attempt to find all the features
successfully located at the previous position. Feature description extracted from the
central image at the last position were searched for in the central image at the new
stopping place. Slider Stereo than determined the distance of the features so found
from the Cart’s new position. The program now knew the 3D position of the
features relative to its camera at the old and the new locations. Its own movement

was deduced from 3D coordinate transform that related the two.
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Direct imaging systems, namely, optical and laser range finders are also used
as mobile robot navigation systems. A simple low-cost optical range-finder has been
developed specifically for cart navigation [37]. A 2mW 0.82u LED source, which is
not a laser, is 100% amplitude modulated at SMhz and used to form a collimated 1-in-
diameter transmit beam that is unconditionally eye-safe. Returning scattered radiation
is focused by a 10.16cm diameter coaxial Fresnel lens onto a p-i-n silicon photodiode.
Range is determined from the phase shift between the SMhz modulation on the
transmitted and received signals. Use of rotating mirror prdvides 360 degrees polar
coordinate coverage of both distance and reflectance out to about 6.1m around the
vehicle. Both radial and angular resolution correspond to about 2.54cm at a ranging
distance 1.524m, with overall bandwidht of approximately 1kHz. The system is
capable of reading wall bar codes on the fly and in addition capable of simultaneously

ranging and acting as a wideband optical communication receiver.
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Figure 3.8 Pyhsical construction of the optical ranger
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Total parts cost for the optical transmitter, Fresnel lens, receiver and all the electronics
is less then $200. The remaining major parts, consisting of the rotating mirror, ring
mounting, motor and incremental encoder, costs less then $500. In Fig 3.8, the
physical construction of the optical ranger can be seen. The receiver electronics are
mounted on one 10.16cmx10.16cm board directly below the photodetector. The
optical ranger has been mounted on an research tricycle cart, named Blanche, having
one steered and powered wheel and two trailing idling wheels. Initially cart
navigation was by odometry augmented by the use of a gas-jet gyroscope for
additional rate-of-turn information [15]. The added capability of the optical ranger,
mounted above the cart, as shown in Fig. 3.9, allows the vehicle to sense its
surroundings. The ranger is mounted directly above the cart in such a way that it can
either provide a radial scan or, by tilting the mirror, a conical scan to detect any object
in its path. An alternative mounting is in the space between the bottom of the cart and
the floor.

it s A NG Al -7 >™3~

Figure 3.9 The optical ranger mounted above the cart
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A typical sample of the ranger output is shown in Fig 3.10.
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Figure 3.10 A representative ranger scan

The ranger is located at the (0,0) position, marked by cross, in the center of the plot.
The data collection correspond to a single mirror rotation taking about 1 second. The
display computer program employed connects adjacent data points with straight line
segments. The reason for the absence of any data points in regions such as that
labeled AB in Fig 3.11, is that in such ranges the signal is outside the amplifier gain
monitor and therefore no data are accumulated. The expected operating environment
will usually be an aisle in a factory, having a total width of about 2m to 3m and
essentially indefinite length. The vehicle will therefore typicall);,be continuously
interacting with a roughly linear length of artifacts perhaps about 90cm to 150cm or
so cm away on either side, and observed for maybe up to approximately 25cm ahead
and behind on either side. The ranger was designed with this environment in mind.
as the vehicle moves forward, the data in the slice of the world seen by the ranger

flows by on either side. New features are continuously added at the front while old
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ones drop out at the back. Most of the data between these two vision extremes is of
course both highly correlated and redundant from view-to-view since it is essentially
the same information continuously translated in space and seen from a slowly
changing angular viewpoint. Also the odometry information is available to
continuously cross check and augment that from the ranger and vice versa. Therefore
odometry and optical ranging will be able to provide reliable indoor cart navigation

when suitably combined with stored map information and appropriate heuristics.

Unlike other active range sensors, laser range sensors are more precise, less
sensitive to lighting conditions and scan over much longer distances. Their still high
cost is their biggest disadvantage . For example the Odetics laser range-finder,
capable of scanning 128x128 field of view in 835 ms and ranging to 9.14m with a
resolution of 1.778cm cost in the region of $125.000 in 1989 [38]. Fig 3.11 shows

a schematic representation of a laser range scanner called “The Cyclone”.
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Figure 3.11 The Cyclone laser range scanner

It acquires fast, precise scans of range data over long distances(up to 50m).
The components of the Cyclone are a pulsed gallium arsenide infrared laser range
sensor, a rotating mirror, a stepper motor, and an encoder mounted on a hard steel
housing. The Cyclone returns distance as a measure of the amount of time it takes for
a transmitter beam to bounce off a target and be detected by a receiver. The laser
beam projected by the transmitter is deflected horizontally by the mirror. By rotating
the mirror, the Cyclone is able to scan a plane perpendicular to the axis of rotation

and construct a two-dimensional map of the environment of 360 degrees field of
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view. The resolution of the range measurements is set to be 10cm and the accuracy
is £20cm.

The angular resolution depends upon the resolution of the encoder that is used on the
tower motor. The scanning speed is programmable between 0.5 and 5 revolutions per

second.

The measurements of range-finders are not free of error, namely:

1. The range measurements are truncated to the resolution of the sensor.

2. Deviation of the range measurement from the exact distance due to noise and

other factors inherent to the sensor.

3. Spurious, caused by specular reflections, small landing angle and mixed point

effect at the edges.

4. Errors due to misalignment in the geometrical configuration of the sensor. Since
the sensor is expected to scan in a plane parallel to the ground, a tilt in the laser or

optical emitter, in the mirror or in the housing will affect to the scan surface.

5. Deviation of the line-of-sight from the nominal angular value caused by small
errors in angular positioning of the rotating mirror. Its magnitude is proportional to

the range measurement.

To achieve goal-directed autonomous behavior, the vision system for a mobile
robot must locate and model the relevant aspects of the world . For an outdoor
autonomous vehicle, it is necessary to find and follow roads using a camera. Two
methods could be used: line tracking and region analysis. The first approach attempts
to extract the edges of the road as seen by a camera, and backprojects them on the
ground plane in order to compute the appropriate steering commands for the vehicle.
This method assumes an accurate model of the road shape. Unfortunately, in practice

the strongest edges are often the shadow edges, whereas the road edges are much
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weaker and do not necessarily fit the straight line model. The line tracking approach
relies heavily on inferring the road geometry from the road edges. The geometric
inference assumes that the road edges are parallel and therefore it is very unstable
when applied to noisy data. The second method classifies the pixels of a color image
as on-road or off-road pixels based on the color characteristics of the road. This
method does not require a geometric model as accurate as the line tracking approach.
However the main problem is that the dominant color features are dark(shadows) and
light(sun). As a result, road and non-road pixels cannot be separated by a single
~ threshold.

The region analysis method has been used in Naviab 39]. Navlab is based on
a commercial van chassis, with hydraulic drive and electric steering. It is currently
equipped with two sensors mounted above the cab: a TV camera, and a laser range
finder. The road following algorithm runs in about 10 s per image on a dedicated
Sun 3/160, using 480x512 pixels images reduced to 30 rows by 32 columns. A new
image is processed every 4 m, which gives about three fourths of an image overlap
between images. The road following algorithm which has been used in Navlab

involves three stages:

Step 1. Classify each pixel:

Pixel classification is done by a standard pattern classification method. Each class i is
represented by the means m; and covariance matrix 5, of red, green, and blue values,
and by its a priori likelihood, f;, based on expected fraction of pixels in that class.
Assuming Gaussian distribution, the confidence that a pixel of color X belongs to a
class is computed based on the distance. Each pixel is classified with the class of
highest probability.
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Step 2. Use the results of classification to vote for the best-fit road position:

Once each point has been classified, the most likely location of the road must be
found. The road is assumed locally flat, straight and has parallel sides. The road

geometry can be described by two parameters as shown in Fig. 3.12.

P: Road directipn relative to vehicle
@: Vehicle position relative to road center

Vanishing Line P/<®

"Knowledge of Ground Plans f Vanishing Point

~_ Find a good combination of (P,@) '

Figure 3.12. The parameters of the road geometry

The intercept P, which is the image column of the road’s vanishing point. This is
where the road centerline intercepts the vanishing line of the locally flat plane of the
road. In other words, the intercept gives the road’s direction relative to the vehicle.
Since the camera is fixed to the vehicle this vanishing line is constant assuming that
the vehicle’s pitch and roll relative to the road are small. The orientation 8 of the
road in the image, which tells how far the vehicle is to the right or left of the
centerline. A two- dimensional parameter space, with intercept as one dimension and
orientation as the other. Each point classified as road votes for all road (P, 0 )
combinations to which it could belong, while nonroad points cast negative votes. For

a given pixel (row,column), the corresponding set of pairs (P, 6 ) is the curve:

(column + (TOW - Thorizon) X tg0, 0) (3.15)
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in parameter space. The (P, 0 ) pair that receives the most votes is the one that

contains the most road points, and it is reported as the road.

Since this method does not rely on the exact local geometry of the road, it is
very robust. The road may actually curve or not have parallel edges, or the
segmentation may not be completely correct, but still the method outputs approximate
road position and orientation. The main limitation is the field of view of the camera
which limits the size of the parameter space. In order to convert the image position
into vehicle coordinates, the system is first calibrated by computing for two rows r;
and r; the number of pixels per meters, ppm; and the column corresponding to the
center line of the road ci. The calibration assumes that the widht of the road w is
known, and the distance d; between the vehicle and each row r; is known. The
location in the vehicle coordinates of a road of image coordinates (P, 8 ), is given by
the vehicle coordinates of the intersections Q;, between the line of parameters (P, 0 )

and the rows r; as it is shown in Fig 3.13.

detected road
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rl cl Q2
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Figure 3.13 Calibration procedure

If Q; is at column C; in the image, then the distance between Q; and the center of the

vehicle is given:

XF(C{ -Ci) / ppm; ( 3.16 )
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Step 3. Collect new color statistics based on the detected road and nonroad regions.

Once the road has been found in an image, the color statistics of the road and off-
road models are modified for each class by resampling the detected regions and
updating the color models. The updated color statistics will gradually change as the
vehicle moves into a different road color, as lighting conditions change, or as the
colors of surrounding grass, dirt, and trees vary. As long as the processing time per
image is low enough to provide a large overlap between images, the statistics adapt as
the vehicle moves. The road is picked out by hand in the first image . Thereafter, the
process is automatic, using the segmentation from each image to calculate color
statistics for the next. The occasional remaining problems in region analysis

technique in road following come from one of three causes:

e The road is covered with leaves or snow, so one road color class and one nonroad
color class are distinguishable.

e Drastic changes in illumination occur between successive pictures so all colors
change dramatically from one image to the next.

e  The sunlight is so bright and shadows are so dark in the same scene that the
hardware limits of the camera are hit. It is possible to have pixels so bright that all
color is washed out, and other pixels in the same image so dark that all color is lost

in the noise.

Another autonomous outdoor vehicle which the system configuration is
shown in Fig. 3.14 is ALV (Autonomous Land Vehicle).

Control ?“';M‘L"‘" Traiocto
Sensors Vision osition Updata R . jectory Pilot
Data Visual Cues
Queries Model

Knowladge
Base

Figure 3.14 The system configuration of ALV
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Two imaging sensors are available on the ALV [40]. The primary vision sensor is an
RCA color video CCD camera, which provides 480x512 red, green and blue images,
with eigth bits of intensity per image. The field of view (38 deg. vertical and 50 deg.
horizontal) and focus of the camera are kept fixed. The camera is mounted on a
pan/tilt unit that is under direct control of the vision subsystem. The other vision
sensor is a laser range scanner. This sensor determines range by measuring the phase
shift of a reflected modulated laser beam. The laser is continuously scanned over a
field of view that is 30 deg. vertical and 80 deg. horizontal. The output of the scanner
is a digital image consisting of a 64x256 array of pixels with 8 bits of range resolution.
Vision system of ALV is used for range-based road following. The responsibility of
the vision system in road following is to process data in the form of video or range
images to produce a description of the road in front of the vehicle. This description is
passed to the reasoning subsystem of ALV, which is additional data such as current
position, speed and heading to generate a trajectory for ALV to follow. The road is
presented by its edges. The video data processing unit uses a clustering algorithm to
segment the image into road and nonroad regions. After producing a binary road
image, the road boundaries are traced and selected image points are transformed into
three-dimensional road boundary points. The algorithm for video-based road

following as follows:

1. Digitize the video images

2. Segment road and nonroad regions

3. Extract road boundaries by tracing the binary road edges

4. Transform 2D edge points to 3D coordinates and build the scene model

Fig. 3.15 shows the vision system flow of control in a complete scene model cycle.
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Figure 3.15. Vision system flow of control

For mobile robots, the design of a real-time vision system plays an important
role in navigation. There are basically two approaches to the design of a real-time
vision system. One is using extremely fast hardware elements and possibly a massively
paralle! structure, yielding a supercomputer with an impressive power in terms of the
notorious million instruction per second. The other one is to look for the inherent
structure and, possibly and to find a computer architecture which is well matched to
the task of visual motion control. The second approach called dynamic vision,
indeed, feasible and has led to the construction of a family of multiprocessor systems
specialized for it [41]. The architecture of these real-time systems is very different
from that of a typical image processing system. In spite of their relative simplicity,
they have proven to be a very powerful hardware basis for various real-world
experiments where mechanical systems or vehicles were controlled by dynamic vision.
An important concept upon which to base the design of a dynamic vision system is
temporal continuity. Usually natural scenes change only gradually, and if two pictures
of such a scene are taken within a few milliseconds, they will normally be a very
similar to each other. In order to understand how the temporal continuity of natural
scenes can facilitate dynamic vision, assume that a first TV image of such a scene has
just been interpreted. It is than rather easy to interpret the immediately following
image, as the differences between the two are very small. This observation has

important consequences for the design of a real-time vision system. It means that the
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task of dynamic scene interpretation becomes easier if the time spend on each image is
reduced, and the task becomes more difficult if the system is slower. Therefore, the
cycle time of the low-level vision subsystem should ideally be less than one frame
period of the TV signal used, making it possible to evaluate every simple image as it
delivered by the camera. The appropriate behavior of a vision controlled machine
typically depends on the presence and location, or absence of a certain objects in its
environment. The vision task is then clearly goal directed, the first subtask is being to
locate features in the image which are indicative of the presence and location of
important objects. It seems obvious that such features in many typical situations

occupy only a small fraction of the total area of each image as it is shown in Fig 3.16.

v

/

Flgure 3. 16 Small regions of an image

It suffices then to process only those areas of each image which actually contain
relevant features. In dynamic scene interpretation, the location of all important
features is usually known in advance and with fairly good precision from the
interpretation of previous images. This means that when interpreting the next image
in the sequence, the search space in which the feature of interest should be looked for
is small, and the feature can be rediscovered rather quickly if the search is indeed
focused on this small search space. This leads to the probably most important point in
the design of hardware for real-time vision since nearly all the relevant information in
the image is contained in a limited number of small regions, the combined size of

which is only a small fraction of the whole image, much will be gained if all the
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available computing power can be concentrated on these regions. Moreover, since
each region may contain a different type of feature, it is important to be able to use the
different algorithms in each region. This shows that a conventional image processing
system which is designed to treat all pixels in an image in the same way does not have
the proper structure for dynamic vision because they must treat all pixels of an image
which are known in advance to contain no relevant information. In the worst case,
additional computing power is needed to delete all the irrevelant data which are
produced in the process. The concept of processing only a limited number of well
defined regions within an image is also the key to a natural division of the problem
into subtasks which can be executed in parallel or a coarsly grained multiprocessor
system. Each parallel processor in such a system can be assigned one relevant region
and it can locate independently of all other processors-the associated features in that
region. Such a system not only has a very clear structure, but it can also be very
efficient, since the parallel processors do not have to spend time synchronizing or
coordinating each other. An important key to this concept is that the size, shape and
location of each region may be varied during the interpretation process in a data
dependent way. Each region will normally be continuously adjusted in such a way as
to completely contain a relevant feature or object. If the regions were fixed, the
system would be much less efficient for two reasons: First, some regions would
contain no relevant information but would nevertheless absorb computing power;
secondly, some features or objects would be dissected by the borders between regions,
creating the difficulty of detecting and interpreting arbitrarily dissected parts,
representing them internally and finally recombining them into objects. The speed is a
most critical characteristics of any feature extraction. In static image processing very
little is often known in advance of the image presented to the system. The task then is
to extract as much information from the image as possible. This is very different from
dynamic vision, where each new image is known to be a natural continuation of a
sequence of images which the system has interpreted already, differences relative to
the previous image to be expected in small details only. Most of the time, the feature
extraction has to answer only a small number of precise questions relating to one or
another of the small differences, such as how much and in which direction did a

certain feature move in a small fraction of a second.  As an example of a first



73

dynamic vision system, BVV1, a multiprocessor system can be given [42]. It could
contain up to 15 microcomputers: One system processor (SP) and up to 14 parallel

processors (PP) as it is seen from Fig 3.17.
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Figure 3.17 The BVV 1, a multiprocessor system for dynamic vision

All processors use the Intel 8-bit microprocessor 8085 as a CPU and have
16kByte of memory. The video signal is digitized by an analog to digital converter
(ADC) and distributed in digital form via the videobus to all PPs. Each PP copies that
part of the image which constitutes its momentary region of interest into an internal
private memory. Having a private image memory in each PP avoids delays which
would exist if a central image memory would be shared by all PPs. Each PP is a self
contained computer executing its own task. Messages can be sent from any PP to any
other PPs, or to an external host computer. The SP transports all messages, relieving
the PPs completely from this task and coordinates all internal and external
communication. General purpose interface bus GPIB connects the BVVI to other

equipment such as host computer.

According to the knowledge above, vision and direct imaging systems
provide information that is difficult to obtain in other ways. Although a few vision
systems have been available for about ten years, they have not been used because of
their limited capabilities and high cost. However vision systems as mobile robot
navigation systems are now used more and more frequently because of the

development in real-time vision systems and decreasing prices. The main
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disadvantage of vision and direct imaging systems is that they require complex and
time consuming analysis and computations which restrict the velocity of the mobile

robot.

3.4. Ultrasonic Systems:

Ultrasonic systems are based on the transmission and reception of sound at
frequencies above the range of human hearing. It has been long recognized that
ultrasonic systems may be used to determine range and direction to a target. This
technique is the basis of sonar. In this area, nature is ahead of the researchers, since
bats have been employing ultrasonic principles for target tracking, navigation and
collision detection. Fig. 3.18 shows the basic principle behind ultrasonic ranging.
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Figure 3.18 Basic sonar principle
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When a sound transmission source sends out a pulse of acoustical energy, the
resulting acoustical wave travels along a path defined by the beam width of the
transmitting element. A portion of this energy is subsequently reflected back from any
object that the sound waves reach. This returned energy can be detected by a
receiving element, and the delay in time between the transmitted pulse and the
received pulse can be measured. This delay time is in a direct proportion to the range
of the object and allow the exact range to be calculated. The best frequencies for the

most ultrasonic ranging systems are 40 to 80kHz.

Ultrasonic sensor is a device used to convert an electrical signal into sound
energy and vice versa and is a key element in any ultrasonic system. Three types of
ultrasonic sensors are available: Piezoelectric, electrostatic, and magnetostrictive.
Compared to vision systems, ultrasonic systems are less expensive, faster, but they
have some shortcomings. Their poor directionality limits the accuracy in determining
spatial position of an edge to 10-50cm, depending on the distance to the obstacle and
the angle between the obstacle surface and the acoustic axis. Frequent misreadings
are caused by either ultrasonic noise from external sources or stray reflections from
neighboring sensor. Specular reflections occur when the angle between the wavefront
and the normal to a smooth surface is too large. In this case, the surface reflects the

incoming ultrasound waves away from the sensor.

With careful design, ultrasonic ranging is possible with accuricies of 0.254cm
in at 3m (<%0.1). With array processing and other techniques, azimuth resolutions as
small as 1° or less are possible. One suggested approach [43] to gain equivalent
angular accuracies as low as 1° and to improve azimuth resolution is to use the
difference in arrival time of two ultrasonic returns to detect more accurately the angle

to the target .

Fig. 3.19 shows a mobile robot that must travel to a goal point A. The robot

has one transmitting and two receiving sensors.
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Figure 3.19 Difference of arrival time

To make sure, it will clear the obstacle shown, the robot must determine the
horizontal distance to the object X and compare it to half of its own width.
Horizontal distance may be determined as follows. Two receivers are located a
distance D in apart at the front of the robot. A sonar transmitter is mounted between
them in the center. Sonar signals emitted from the transmitter will be reflected from
the corner of the object. Separate signals are receive by each sonar receiver.
Knowing the transmission time and the time of each reception, the robot can
accurately determine separate ranges (Ri,R;) from each receiver to the object. With
R1,R; and D known, the slant range R, to the object and the horizontal distance X can

be computed.

(3.17)
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JRi_R

X~2D D (3.18)

There are some trade-offs in the design of any sonar system. The higher the selected
frequency, the better the range resolution. The narrower the beam width, and the less
likely it is to miss small targets, however, the lower the frequency, the greater the
range in the air and the larger the system field of view. another trade-off is in the
number of pulses transmitted. The more ultrasonic pulses that are transmitted, the
greater the likelihood of detecting a target return, but the resulting range resolution is

poorer and system minimum range is increased.

Ultrasonic systems can also be used to generate a map through a scan of the
area because mobile robots need a map of their environment. A map needs to have a
high resolution in order to obtain this, wide angle range measurements must be taken.
If the sonar transducer is moved repeatedly over small steps, the resultant information
can be used to plot the object locations in the environment of the mobile robot.
Another mapping approach is to use multiple sensors around the robot to let it see in
all directions at once, and then have the robot move around to cover the area from

many view point.

In the system of Neptune mobile robot, there is no a priori map of its
surroundings [44]. Instead, it acquires data from the real world through a set of sonar
sensors and uses the interpreted data to build a sonar map of the robot’s operating
environment.

The sonar devices being used are Polaroid laboratory grade ultrasonic range
transducers. These sensors have a useful measuring range of 0.27-10.67m. The
beamwidth w at -3dB is approximately 15° . The range accuracy of the sensors is on
the order of +£3.48cm. The control circuitry provided with the unit, which is designed
to return the distance to the nearest sound reflector in its field of view is used. The
sensor interface does not provide information on multiple echoes nor on the phase
shift or the intensity of the detected echo. The sonar sensor array consists of a ring of

24 Polaroid ultrasonic transducers, spaced 15° apart. Controlling microprocessor
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selects and fires sensors, times the returns and provides the corresponding range
value. In this implementation, range measurements are obtained from sonar units
whose position with respect to the robot is known. Each sonar range measurement is
interpreted as providing information about probably empty and somewhere occupied
volumes in the space subtended by the sonar beam, which is a 30° cone in front of the
sensor. Fig. 3.20 shows a two dimensional projection of the conical field of view of
an ultrasonic sensor. A range reading d indicates the existence of an object

somewhere within the region A.

Measured \. |
distance d

Figure 3.20 Range-finding using ultrasonic sensor

A number of problems that are inherent to the data obtained from the sensor device

and intrinsic to the sensor itself:

o The timing circuitry limits the range precision.

e The detection sensitivity of the sensor varies with the angle of the reflecting object
to the main beam axis.

e Sonar beams can suffer multiple reflections or specular reflections away from the

sensor, giving false distance readings
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Because of the relatively wide angle of the sonar beam, an isolated sonar reading
imposes only a loose constraint on the position of the detected object. These
problems preclude a direct interpretation of the sonar readings and a probabilistic
approach to the interpretation of range data should be considered. This occupancy
information is modeled by probability profiles that are projected onto a rasterized
two-dimensional horizontal map, where empty, occupied and unknown areas are
represented. Sets of range measurements taken from multiple sensors on the robot
and from different positions occupied by the robot as it travels provide multiple views
that are systematically integrated into the sonar map. In this way, the accuracy and
extent of the sonar map are incrementally improved and the uncertainty in the
positions of objects is reduced. Overlapping empty areas reinforce each other, the
same happenning with occupied areas. Additionally, empty regions serve to sharpen
the boundaries of the occupied regions, so that the map definition improves as more
readings are added. The final map shows probably occupied, probably empty, and
unknown regions. For positional update as well as recognition of previously mapped
areas, two sonar maps by convolving them can be matched. Therefore, the method
gives the displacement and rotation that best brings one map into registration with the
other, along with a measure of the goodness of the match. Fig.3.21 shows a typical
two-dimensional sonar map obtained using the method mentioned above. They are
very useful for navigation and landmark recognition. In Fig. 3.21 the outline of the
room and the major objects is shown, as well as the positions of the robot from where

the readings were taken.

-~ 20
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Figure 3.21 Two dimensional sonar map
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Figure 3.22 An example run of an mobile robot using sonar-based

navigation

In Fig. 3.22, an example run is given. The sequence of maps shows how the sonar
map becomes gradually more detailed and how the path is improved as more
information is gathered. The example corresponds to an indoor run carried out in
Mobile Robot Lab. A distance of approximately 7.62m was covered; the grid size is
15.24cm. Planned path is shown as dotted line, and route actually follwoed by robot
as solid line segments. Starting point is solid + and goal, solid x.
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If the robot is given a map of the area to begin with and only requires to keep
track of its own position in the area as it moves, the mapping task becomes much
easier. Ultrasonic systems can more easily handle the navigation update problem. Fig
3.23 shows a typical sonar map of an inside corner and outside corner and

demonstrates the results of line fitting.
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Figure 3.23 Mapping corners using ultrasonics

The locations of all sonar returns are shown by X’s. the inside corner is cut short, and
the outside corner is extended [2]. Given the recursive line fitting the corner location
will still be off approximately Scm unless the robot has an accurate map of the area in

advance and can use it to correct in sonar generated map.

3.5. Triangulation Method:

The bearing measurements of passive direction-finding systems at two or more
stations or points along a mobile robot trajectory can be combined by a direction-
finding location system to produce an estimate of transmitter position [45]. The

transmitted signal may be received at a station by line of sight propagation. A single
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bearing angle may be measured at each station of the location system. In the absence
of noise and interference, bearing lines from two or more stations will intersect to
determine a unique location. In the presence of noise, more than two bearing lines

will not intersect at a single point, as shown in Fig. 3.24.

TRANSMITTER
POSITION

STATION
\ STA;ION

STATION
2

Figure 3.24 Bearing lines from three-direction-finding systems

Consequently, processing is required to determine the optimal position estimate. Let
6; denote the bearing angle measured at station I relative to a baseline in a three-
dimensional coordinate system defined so that x axis is parallel to the baseline, as it is

shown in Fig. 3.25.

STATION Y
(xhyl 9zl)

TRANSMITTER
(Xes ¥ o)

’ (Xa,;d

Figure 3.25 Angle definitions for direction-finding systems

If the coordinates of the station are (xy;,z) and the coordinates of the
transmitter are (X.,y1,z;), then in the absence of measurement errors, line-of-sight

propagation implies that,
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(3.19)
0<6,<m

In Fig. 3.25, the azimuth angle ¢; is defined in the plane passing through the
transmitter and perpendicular to the z axis. It is positive in the counterclockwise
direction relative to the positive x axis. If the elevation angle ¥; of the station
relative to the transmitter is known approximately, then ¢; may be calculated using the

geometrical relation.
cosB; = cosd; cos'¥, (3.20)

If ¥; is sufficiently small, the measured bearing is well approximated by the azimuth,
which is defined by

o; =tan“[l‘—_—y‘—J (3.21)

Xy — X

In mobile robot application, the transmitter is known to lie on the surface of
the Earth and does not have to be estimated. Equation ( 3.21 ) is used in the
estimation of (x;y:). The use of this equation is equivalent to the representation of the
three dimensional problem by a two-dimensional model. In this two-dimensional
model, the transmitter and the stations are assumed to lie in the same plane so that
azimuths are identical to the bearings. Two-dimensional position estimation using
bearing information is called triangulation. The beacons which are used in
triangulation can be infrared, ultrasonic, laser, or even bar-codes placed at strategic
positions. Although very accurate, the beacons which are used in triangulation
method have a few problems. Several must be placed wherever the robot may wish to

to go, thus increasing total system cost. Triangulation method also requires real-time
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performance. An another disadvantage is that it requires unobstructed line-of-sight

which is not always possible.

3.6. Multisensory Navigation Systems:

Environment dependent sensory driven navigation is at present the key issue in
mobile robots research and this is still more the case when real world applications are
concerned. The combination of dead reckoning system and visual landmark detection
has been studied as one potential navigation solution [46]. Dead reckoning system is
moderate-priced, but not accurate enough when used alone. It needs another system
to frequently correct the accumulating position error in order stay on the path. Visual
landmark detection can be considered to be accurate and low-priced enough to be
used to aid the dead reckoning system. The location of the vehicle can be calculated
on the distance and direction of the landmarks from the vehicle. Long distances can
not be measured very accurately since the measurement is based on the size of the
landmark in the image. The direction of a landmark is calculated based on the
position of the center of the landmark in the image. The positioning system is based
on a illuminator (a halogen lamp) and camera on board the vehicle and reflective
landmarks beside the route in terrain. The most important parameters of the camera
used in the landmark detection are its angle of view and resolution. If the width of the
road is 3m and the shortest distance at which a pair of landmarks should be seen in the
image is 2m, the minimum angle of view of the camera would be 84 degrees. If the
minimum size of landmark in the image is 10x10 pixels and it should be detected from
a distance of 20m, the resolution of the camera should be about 1000x1000 pixels.

Determination of camera parameters can be shown in Fig.3.26.
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Figure 3.26 Determination of camera parameters
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High reflection coefficient and retroreflectivity are the main properties of good
landmark material. The landmark should be surrounded by a black border to produce
a high contrast between the reflective and non reflective surfaces. Rectangle and circle
can be considered as alternative shapes for the landmark. A halogen lamp is used to
illuminate the terrain in front of the vehicle in such a way that the landmarks are seen
as bright squares with black borders. The width of the light beam should be equal the
angle of view of the camera. Therefore, the terrain is illuminated widely enough but
not too widely. The landmark detection algorithm is based on the high contrast of the
reflective and non reflective parts of the landmark. The search is begun at the upper
left hand corner of the image advancing along the row towards the right hand of the
image. If the minimum size of the landmark is determined to be 5x5 pixels, only
every fifth row has to be searched. This speeds up the searching. The pixels forming
the edges of landmark are searched based on the contrast. The search area is the
slightly enlarged area of a potential landmark. The points of each edge are stored and
a histogram analysis is performed for them. A histogram is formed from the x-
coordinates of the left hand and right hand edges and from the y coordinates of the
upper and lower edges of the potential landmark. If the peak of a histogram is high
enough and the histogram is narrow enough, the edge is supposed to be an edge of
landmark. The value of the minimum acceptable height of the histogram is relative to
the quantity of the edge points found and to the estimate of the size of the landmark.
If all four edges have been found based on the histogram analysis the landmark has
been found. According to this approach, the position of the vehicle is calculated
based on dead reckoning the accumulating error of which was occasionally reduced
by detecting landmarks along the path. The Kalman filter can be used for fusing the
sensor data from the dead reckoning system and the landmark detection system. A
Kalman filter is simply an optimal recursive data processing algorithm [47]. It
processes all available measurements, regardless of their precision, to estimate the
current value of variables of interest with use of knowledge of the system and
measurement device dynamics, the statistical description of the system noises,
measurement errors, and uncertainty in the dynamics model, and available information
about initial conditions of the variables of interest. A typical Kalman filter application

can be seen in Fig.3.27.



86

e . ——
System error 1

soyrees |
Controls .
System

System state
(desired, but
H not known)

1
Y Observed Optimal estimate
Measuring measurements Kalman of system state '
devices filter ——————

T |

Measurement
error sources

Figure 3.27 Typical Kalman Filter application

A system of some sort is driven by some known controls and measuring devices
provide the value of certain pertinent quantities. knowledge of these system inputs
and outputs is all that is explicitly available from the physical system for estimation

purposes.

In this navigation system, positioming error is due to several reasons. The
error is greater in the direction of the movement of the vehicle than in the
perpendicular direction since the distance measurement to the landmark is based on its
size in the image and the perpendicular position is calculated based on the position of
the landmark in the image. The positioning error increases as the distance to the
landmarks increases because in great distances one pixel of the size of the landmark

corresponds to a greater range than in the shorter distances

As an another multisensory navigation system application, Hilare robot, can be
given. The structure and the sensory system of the robot can be seen in Fig. 3.28. A
multisensory system provides the robot with the information it needs about its

environment [48]. The various sensors are used independently or in concert .
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Figure 3.28 Sensory system of Hilare robot

Ultrasonic sensors: A set of 14 ultrasonic emitter-receivers distributed on the vehicle
provides the range data hp to 2 m. The robot uses the range data to move along an
object, maneuvering to stay at a fixed distance from its surface.

Vision: A camera and a laser range-finder are the main perception system. They are
mounted on a pan and tilt platform. The laser are used either in scanning mode or it
measures ranges within the camera’s field of using a rectractable mirror. This

provides the robot with 3D data about its environment.

Hilare’s position can be obtained either relatively to objects and specific
environment patterns or in' a constructed frame of reference. To do this, Hilare is
equipped with an infrared triangulation system which operates in areas where fixed
beacons are installed. The pose of the mobile robot is also computed by using the
shaft encoders to integrate the robot’s movements and deduce its current position

knowing its initial state.

The Stanford Mobile Robot has four sensing modalities: vision, acoustics,
tactile and odometry. Stereo vision, using two on-board cameras , returns the 3D
location of the vertical lines within this field of view. The cameras are mounted on a

pan/tilt head, giving them two degrees of freedom. The acoustic system is composed
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of twelve Polaroid sensors equally spaced about the circumference of the robot.
These sensors return a distance that is proportional to the time of flight of an echoed
acoustic chirp. To a first approximation, the acoustics find the nearest object within a
thirty degree cone. Though the acoustic system has very low angular resolution, it
measures depth quite accurately making it useful for guarded moves. As a last line of
defense, if the vision and acoustic system miss an object, there is a tactile sensing
system, composed of twelve bumpers with internal tape switches. Besides
emergencies, the information can augment the world model. The bumpers are also
useful for navigating through tight areas such as doorways where the edges of the
door are within the minimum ultrasonic range and not within the region of stereo

vision. Finally odometry determines the robot’s position.

Generally, most researchers have used dead reckoning method coupled with
periodic calibration using one of the above methods for navigation of mobile robots.
Although this approach seems to be quite effective, more needs to be done to develop
a reliable and accurate navigation system. The state-of-the-art of navigation system
technology today is still at an infancy stage. For autonomous mobile robots to have
practical widespread application, an accurate, reliable, fast, and cost effective

navigation systems must be developed in mobile robotics field.



CHAPTER 4. MOTION PLANNING IN MOBILE ROBOTS

The general motion planning problem for a system of autonomous mobile

robot can be stated as follows:

1. Given an initial state of the mobile robots,
2. Given a desired final state of the mobile robots,
3. Given any constraint on allowable motions, find a collision-free motion of the

mobile robots from the initial state to the final state that satisfies the constraints.

A state of the mobile robot may include a description of such things as the
position , orientation, and velocity of each vehicle. When it is assumed that the
environment is static and the only constraint on the motions of the mobile robots are
they do not collide, it suffices to specify collision-free paths for the mobile robots to
follow. In the majority of the work in motion planning, these conditions are assumed

and such work can be better described as Path Planning.

Briefly, the purpose of path planning is to determine a collision-free path for a
mobile robot that moves in a workspace including obstacles. The problem is simpler
than dealing with an industrial robot when dealing with a mobile robot, as the problem
has only 3 degrees-of-freedom. However, other constraints have to be considered, in
particular the usability for the robot to turn without moving forward and backward.
Position and orientation can not be considered separately. The path planning problem
can be divided into two sections. These are Global Path Planning (GPP) and Local
Path Planning (LPP).
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4.1. Global Path Planning:

Global path planning requires a pre-learned model of the domain which maybe
a somewhat simplified description of the real world and might not reflect recent
changes in the environment, namely, in global path planning the robot must determine
where it is and where its goal is. This determination is normally done in relation to a
global map of the area that the robot has in its memory. Once its current position is
updated on the map, the robot can plot a path between itself and its goal. If no
obstacles are present, plotting the path is straightforward. With obstacles, the robot
must use a path planning algorithm to determine the shortest route to its goal. Once
the path has been updated, the robot can move forward. During this motion, the

robot typically follows three steps:

1. It turns to correct the heading between itself and its goal.

2. It moves toward its goal a small distance, depending on the accuracy of its map, its
sensors and the turn.

3. After this set is traversed, the robot again computes where it is and where its goal is
and plots a new path to the goal, correcting any small errors that occurred in the first

move. Since the calculations take time, there could be series of starts and stops.
4.2. Local Path Planning

In local path planning, the primary purpose is to find the best way around
unexpected obstacles, Local path planning adjusts robot motion as necessary to
handle unexpected obstacles that the robot finds blocking its path. Briefly, it is
tactical, that is, carried out as a reaction to an unexpected event. Whereas global path
planning may operate on a pre-stored model, local path planning requires a model that

reflects the state of the environment, including changes, as the plan is being executed.

Local path planning is usually more accurate than global path planning
because the available sensor resolution cover a much smaller area. It is usually

necessary to be more accurate since precise movements must be made. Since the
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resulting local path planning will always be reasonably short, the first solution can
always be used and the robot need not optimize it. If the robot can find no short-
range solution to its problem, local path planner turns the problem over to the global

path planner to see if it can determine an alternative route to the desired goal.
4.3. Collision Avoidance

Three types of obstacles typically found in a real-world environment: These
are stationary / static, stationary / dynamic, and moving obstacles. Stationary / static
refers to things like walls or factory workbenches, which are always present at the
same position. Stationary / dynamic refers to objects that are stationary when seen by
the robot, but whose position could have changed from the last time it was seen, such
as open or closed door or an office chair that had been moved. Moving objects refers

to objects that are usually in motion, such as people.

Collision detection and avoidance are two of the four requirements imposed
on any mobile robot that is going to move autonomously. It must know where it is
and where it wants to go, which is Global Mapping. It must know how to reach the
goal, considering known obstacles in the way, which is Global Path Planning. Next as
it travels, it must recognize additional, unexpected objects in its path to prevent
collisions, which is Collision Detection. Finally, it must navigate, around these

obstacles to continue toward its goal, which is Local Path Planning.

The first goal of a collision avoidance is to ensure that the mobile robot does
not contact an object because of errors in its navigation or because a new object has
suddenly appeared in its path. When the robot finds its direct path to a goal blocked,
it must find a method to circumvent the blocking object, if possible, by using some
type of local path planning. A collision detection system by itself can alert the robot
to a potential collision. Separate software is needed to provide a local alternative
path. Collision detection systems must operate in real-time while the robot is in

motion.
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The type of collision-avoidance system required depends on the rules under
which the robot is operating. A mobile robot generally travels under one of four

conditions:

1. Fixed Paths : The robot is following a fixed path, such as a burried wire that is
implemented in AGVs, in which the only action the robot should take on detecting
something to stop.

2. Known Environment : Following a fixed, predetermined path where collision
avoidance will be used to move the robot temporarily from this path and then return
to it.

3. Changed Environment : Following a predetermined path between two locations
that will vary between runs because the robot can determine a better path based upon
its own map of the area or because changes occur in the environment. Examples of
changes include doors opened and closed or movement in goal point location.

4. Unknown Environment: Exploring a new environment which no current map
exists and the robot must explore and prepare its own map. For this condition, the
goal might be considered to be a complete map of the area. In this case, the collision
detection system will only alert the robot to a potential collision. The global mapping

would have to determine alternative paths.

In Helpmate autonomous mobile robot , obstacle avoidance is based on the
composite local map [49]. Data from the sensor subsystems is rationalized and placed
on the map. The map is scanned in front of the robot to see if there are any obstacles.
If there are, the robot slows or stops, depending on the distance to the perceived
object, and confirms the presence of the obstacle. If the obstacle has moved, as a
person will, the robot waits for the path to clear and moves on. If the object is
stationary, the robot plans course around the obstacle, sensing the extent of the

obstacle as it moves around it and stays a minimum distance away.

Some of many reasons for the lack of a complete and collision avoidance

system are sensor limitations, system time, and computing constraints and path
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geometry considerations. Collision detection sensors suffer from three types of
problems:

1. In sufficient coverage because of the cone pattern found in most obstacle detection
systems, there will always be areas near the robot that the sensor can not see.
Multiple sensor integration can solve some of this problem.

2. A second problem is to determine the exact location of an obstacle and the exact
width of an available opening. Sensor inaccuracies often add centimeters to the
required clearance distance that the robot must traverse. Another problem is found
when attempting to determine an alternative route around the obstacle. The limited
coverage of the sensors does not readily support side views and the placement of the
obstacle often blocks part of the optional path from view. With the mobile robot
traveling at a reasonable speed; it may not have enough time to detect a potential
collision and react to it unless a separate computer is assigned the task of collision
detection and perhaps subsequent path planning.

3. A third problem is due to the three-dimensional problems inherent in collision
avoidance, while a two-dimensional approach is often taken for path planning. The
robot travels in two-dimensions, and one approach often used for global path planning
is to shrink the robot to a point and extend the boundaries of all obstacles by the
radius of the robot , which is called Configuration-Space Approach [50]. This

approach allows fewer complex calculations for determining which path will permit
the robot to clear any obstacles. Unfortunately this procedure is usually insufficient in
a collision avoidance situation, unless the robot and objects that may collide with it are
smooth and symmetrical. Although acceptable for a research environment, this
situation is not what one would expect in an industrial setting. Objects may hang
down from a ceiling, protrude from a wall, or rise from the floor, and yet be so placed

as to not be seen from any collision -avoidance sensor.
4.4, Path Planning Techniques
Path Planning with complete information is generally formulated as follows.

Given a solid object, in two-or three-dimensional space of known size and shape, its

initial and target position and orientation and a set of obstacles whose shapes,
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positions and orientations in space are fully described [51]. The task is to find a
continuous path for the object from the initial position to the target position while
avoiding collisions with obstacles along the way. It is assumed that the surfaces of the
moving object and of the obstacles are algebraic. Because full information is
assumed, the whole operation of path planning is a one-time, off-line operation. The
main difficulty is not in proving that an algorithm that would guarantee a solution
exists, but in obtaining a computationally efficient scheme. Conceptually, cases of
arbitrary complexity can be considered, given the fact that a solution is always
feasible. The advantage of dealing with complete information is that any optimization
criteria such as the shortest path or the minimum-time path or the safest path can be
easily introduced. In path planning with complete information approach, some
approximations are made in the algorithms. A slight change in the specified accuracy
of the approximation can cause a dramatic change in the approximated surfaces and
eventually in the generated paths. Some of the path planning techniques which can
be used in global or local path planning will be presented in the following section.

4.4.1. Configuration-Space Approach:

A configuration of a part is a set of parameters which uniquely specify the
position of every point on the part, and configuration space is the set of all possible
configurations. In configuration space the problem of planning the motion of a part
through a space of obstacle is transformed into an equivalent, but simpler problem of
planning the motion of a point through a space of expanded configuration space
obstacles. Expanded obstacle is the result of special transformation which is done
with all obstacles of the world representation in order to enable a point-wise
representation of the mobile robot [50]. The actual dimensions of the obstacle are
being increased in such a way that the walls of expanded obstacle would rather

represent the trajectory of the robot moving along the wall without damaging it.
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The configuration space can be two dimensional or three dimensional
depending upon whether or not the mobile polygon is allowed to rotate [52].
Suppose triangle A is the mobile robot Fig. 4.1 and rectangle B is an obstacle.

| A

Figure 4.1. A scene with two polygonal parts

It is assumed that A can translate but not rotate. Given a mobile robot A, a
reference point r somewhere on the mobile robot is chosen. To convert the
configuration space, the mobile robot is shrunk to its reference point r while
simultaneously growing the obstacles to compensate. In the case of pure translation
of the mobile robot A, this growth is achieved by sliding part A along the boundary of
obstacle B and tracing out the locus of points traversed by the reference point r. As
triangle A is shrunk to its reference point r, rectangle B grows into five sided polygon,
Ba. Expanded obstacle Ba refereed as a configuration space obstacle induced by A.
When the original polygonal scene in Fig 4.1 is redrawn in the configuration space
generated by triangle A, the result is as shown in Fig 4.2 .

Figure 4.2 Configuration-space induced by part A
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As long as the reference point of triangle A stays outside the configuration space
obstacle B, triangle A will not collide with obstacle B. Thus, the original problem in
Fig. 4.1 of finding a path for a triangle has been converted into the equivalent
problem in Fig. 4.2 of finding a path for the point r. It should be noticed that, the
configuration-space obstacle B, in Fig. 4.2 contains the original obstacle B as a
subset. furthermore, the mobile part A and the obstacle B are both convex and so is
the configuration-space obstacle Bx. computing configuration-space obstacles is a

key step in solving the path planning problems.

Let A and B be convex and let B, be the configuration-space obstacle
generated by a using reference point r. If na, ng, nga denote the number of vertices of

A, B, and B,, respectively, then:

1. ny<ng, <n, +n,
2. Bais convex

3. ifreA, then B < Ba.

Thus the number of vertices in the configuration-space obstacle is bounded from
below by the number of vertices in the original obstacle, and from above by the
number of vertices in the original obstacle plus the number of vertices in the mobile

part. Let A be a convex mobile polygon with reference point r and let {Bk 1<k < m}

be a convex polygonal obstacles. Suppose s and g are start and goal points,

respectively, for the reference point r. If polygon A does not rotate, then the shortest
path from s to is a piece-wise linear path {rk 1<k< n} whose interior points (1<k<n)

are vertices of configuration-space obstacles {Bi 1<k <mj.

Therefore as long as the mobile part A does not rotate, the shortest path from
the start s to the goal g is a piece-wise linear path whose breakpoints are vertices of
the configuration space obstacles induced by A. Since there are a finite number of
vertices, they can be efficiently searched for the shortest path using graph theory
techniques. For example, in Fig 4.3-a , the start and goal values of the reference

point are denoted as s and g, respectively, are shown.
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Figure 4.3. Finding the shortest path using configuration-space

In Fig 4.3-b, two configuration obstacles overlap, which means that there is
insufficient space for the mobile part to pass between them. The shortest path from s
to g is also seen. The path in Fig 4.3 has the mobile polygon sliding along the edges
of the obstacles. This is characteristic feature of the shortest path, a feature which can
cause practical problems if there is uncertainty in position, orientation, size or shape of
the polygons. To avoid the possibility of a collision during the sliding operation, a
thin buffer region can be placed: around the mobile polygon before generating the
configuration space obstacles, which will be slightly larger. When this is done, the
path will no longer be optimal in the sense of the shortest path, but it will near the
optimal if the buffer regidn is kept small.

Configuration-space is very effective when applied to purely translational
‘motion in a plane, since the shortest path can readily be found . However, in many
instances the mobile object must be rotated if it is to reach the goal. when the mobile
polygon is allowed to rotate, the configuration-space obstacles are no longer
polygonal. Instead the surfaces of configuration-space obstacles. are curved in the
orientation dimension. A simple way to handle rotations is to employ an enlarged
polygon which encloses the mobile part the mobile part over a range of orientations as

shown in Fig 4.4,
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Figure 4.4. Enclosing the rotating part in convex polygon

The mobile polygon A is allowed to rotate about reference vertex r over a
range [d)o ,¢,] . If the distance from the reference vertex to the farthest point p on the mobile
polygon is d, then the rotated polygon will be contained in a circular sector of radius d and
angle A$, where A >, —¢,. The sector can be truncated at the leading and trailing
edges of A and the truncated sector can then be enclosed by a polygon as shown in
Fig4.4

The virtue of this approach is that it converts the problem of finding a path for
an enlarged part that only translates. If a path is found, then the mobile part can
assume any orientation in the interval [d)o,d),] at each point along the path. The
drawback of the simple technique is that it is possible that a path from s to g may not
be found when one in fact exists. To address this problem, the three-dimensional
configuration-space {x,y,d)} must be searched directly. One technique is to construct
a sequence of configuration-space slice projections, that is, configuration-space
obstacles corresponding different value of ¢. Movement within a slice is a pure
translation, while movement between slices can be achieved with a pure rotation. The
three dimensional configuration-space obstacles can be approximated using a set of
slice projections and the remaining free space can then be searched for a collision-free

path.
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The advantages of C-space description of the workspace are:
1. The computed path can be used directly for the robot as no further computation is
necessary.

2. The configuration-space defines the configuration unambiguously.
However there are also some disadvantages:

1. The configuration-space must be calculated in advance, a process which even fast
implementations take relatively long time.

2. To reduce the time to create configuration-space, most algorithm use some kind of
conservative approximation, thus some paths might not be found in configuration-
space search.

3. Higher dimensional configuration-space uses a lot of memory especially with-a fine

resolution.

4.4.2. Freeway Approach:

An alternative to the configuration-space approach to solving the path
planning problem is to search the free space directly. Brooks [53] offered an explicit
representation of free space based on overlapping generalized cones having straight
spines and nonincreasing radii. These representations of the space between obstacles
are called “ freeways ”. Translations are performed along freeways and rotations are

performed at the intersections of freeways.

Generalized cones are a commonly used representation of volume for
modeling objects in artificial intelligence computer vision systems. A generalized
cone is formed by sweeping a two-dimensional cross section along a curve in space,
called a spine, and deforming it according to a sweeping rule. Two dimensional
generalized cones generated by two obstacles and workspace boundary can be seen in
Fig 4.5.
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Figure 4.5 Generalized cones generated by two obstacles

The spines are straight and the cross sections are line segments held
perpendicular to the spine with left or right radii, The sweeping rule will
independently control the magnitudes of the left and right radii as piece-wise linear
functions. Fig 4.6 also shows the complete representation used for cones describing

parts of freespace.

!

c

Figure 4.6 The structure of a generalized cone

There is a straight spine, parameterized over the te (0,]) where 1 is the length
of the cone. If the sides of the cone are not parallel to the spine, then t=0
corresponds to the wider end. On both the left and right, the maximal radii achieved
over the length of the cone occurs at t=0, are denoted b; and be, respectively,
describing the big end of the cone. The minimal radii achieved occur at t=I and are

denoted s;and s, describing the small end of the cone. If b=s; and b/=s,, then the two
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sides of the cone are parallel to the spine. If not, then there is a symmetric thinning of
the cone, where the left and right radii of the thinning parts of the cone are both given
by the expression mt+c where m and ¢ are constants and generally m<0, ¢=0. The
seven constants 1, b, b, s;, s, m and ¢ completely specify the shape and the size of the
generalized cone. In addition, its location and orientation must be determined
concurrently with computing these parameters. The algorithm to find a collision-free

path proceeds as follows:
Step 1. The generalized cones which describe free space are computed.

Step 2. The cones. are pairwise examined to determine if and where their spines
intersect. Up to this stage, the algorithm is independent of the object A to be moved
through the environment. Each spine intersection point for each cone is annotated
with the subset of [022n] which describes the orientations for the object A in

which it is guaranteed to be completely contained in the generalized cone.

Step 3. The final stage of the algorithm is to find a path from the initial position to the
goal position following the spines of the generalized cones, and changing from cone
to cone at spine intersection points. If the object is kept at valid orientations at each
point on each spine, then the path will be collision-free. In Fig 4.7, a path found by

freeway algorithm can be seen.

Figure 4.7 Path found by freeway approach -
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The advantages of freeway approach are as follows:

1. The path found and the amount of computation needed, are completely

independent of the chosen world coordinate system.

2. It generates paths for the mobile robot that stay away well from the obstacles,
although this means that the paths are somewhat longer than the shortest path.

3. When the workspace is sparsely populated with obstacles, this method is very fast

and quite effective.

The principle drawback of this approach occurs when the workspace is
cluttered with closely spaced obstacles. In this condition, the approach sometimes
fails to find a safe path when one exists.

4.4.3. Generalized Voronoi Diagrams (GVD):

A refinement of the freeway method can be achieved by using an explicit
representation of freespace based on a Generalized Voronoi Diagram. A Generalized
Voronoi Diagram is defined as a subset of free space with each point simultaneously
closest to two or more obstacles. The edges represent basically the maximum
clearance between the obstacles and are thus intuitively the safest way to pass them.
The Voronoi diagram is a strong deformation retract of free space so that free space
can be continuously deformed on the diagram [54]. This means that the diagram is
complete for path planning. Searching the original space for paths can be reduced to
a search on the diagram. Reducing the dimension of the set to be searched usually
reduces the time complexity of the search and also the diagram leads to robust paths.
The space outside the obstacles can be continuously deformed on to the diagram. To
find a path between two points in free space, it suffices to find a path for each point
on to the diagram and to join these points with a path that lies wholly on the diagram.
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Figure 4.8 Three basic types of interaction in a GVD

In constructing a GVD, there are three basic types of interaction, as shown in
Fig 4.8. The first type interaction is between a pair of edges, as shown in Fig 4.8-a,
the second type of interaction is between a vertex and an edge, as shown in Fig 4.8-b.
The third type of interaction is between pair of vertices, as shown in Fﬁg 4.8-c. More
complex generalized Voronoi diagrams [52] are constructed using combinations of

the three basic GVD types .

A complete GVD can be seen in Fig 4.9. In order to conduct an efficient
search, the GVD is first converted to an equivalent graph of nodes and arcs.
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[ ]
Figure 4.9 A complete GVD

There are three types of nodes that arise in the GVD graph. First junction
nodes, which are generated when three or more GVD lines intersect; second terminal
nodes, which correspond to dead ends of GVD lines; third pseudo-nodes, which are
start and goal nodes inserted in the graph near the start and goal points of the mobile
robot. Pseudo-nodes serve as entry and exit points on the graph. The arcs of the
graph are GVD lines connecting pairs of nodes. An arc consists of a sequence of
piecewise-linear sections between via-points, each via-point being characterized by the
parameters (x,y,R), where (x,y) are the coordinates of the via-point and R is the radius
of the GVD at the via-point. Smooth parabolic GVD curves can be approximated
arbitrarily closely with piecewise-linear arcs by controlling the spacing between the
via-points. To search for a path from the start node to the goal node, one starts by
examining the nodes adjacent to the start node. Nodes adjacent to these nodes are
then investigated, and the search continues to expand all branches of subgraphs until
each subgraph reaches a dead end or the goal node. If the minimum radius of an arc
is found to be less than half the width of the mobile robot, a collision is inevitable.
Consequently, these narrow arcs are regarded as dead ends. When a node adjacent to
subgraph A is already reached by subgraph B and the total length for subgraph A
exceeds the length for subgraph B, subgraph A is discarded. The shortest subgraph
which reaches the goal node is taken as the candidate for the Shortest collision-free
path for the mobile robot. An example of a path found by this method can be seen in
Fig 4.10.
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Figure 4.10 The shortest GVD path

To simplify the motion heuristics, the mobile robot can be assumed to be a rectangle.
This is not a severe restriction for convex polygonal parts. Indeed, if the mobile robot
is approximately circular in shape, then the path planning problem simplifies, because
the orientation of the mobile robot is no longer an important factor. Thus the more
interesting case occurs when the mobile robot is elongated, and it is here that a
rectangular hull is often an effective approximation of the actual object size and shape.
The GVD technique computes rotations quite efficiently and therefore generate fast
run times, as in the Freeway approach. It should be noted that the final motion is
quite smooth, in the sense that it follows curved GVD lines, stays well away from the
obstacles when possible, and rotates as it translates, not just at isolated points in the

workspace. A path planned in a cluttered environment can be seen in Fig 4.11

S|

Figlire 4.11 A path planned in a cluttered environment
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4.4.4. Cell Decomposition Approach:

Configuration-space can also be searched by decomposing it into a grid of
cells with each cell marked empty, full or mixed depending upon whether or not a
configuration-space obstacle is present [55]. A cell is full if it is completely within an
obstacle, empty if the cell does not intersect an obstacle, and mixed otherwise.
Generally an "adjacency graph” is created with nodes corresponding to empty cells
and arcs between two nodes if these two nodes are adjacent. In the next step, the
graph is searched using a heuristic search algorithm to limit the search. Usually as a
search algorithm the A" algorithm or a modified version is used . This process is
repeated until a path is. found through empty cells. In A" algorithm [56] first an
heuristic to estimate the distance from a given node to the goal node is estimated.
Adding this to the distance traveled or cost incurred to reach the node, an estimate of
the total length of the path currently being explored is obtained. Then on those paths
are worked that, at any given point in the search, have the shortest estimated path
length. Further, it can be shown that if the distance to the goal is consistently
underestimated, we cannot help but find the shortest or least costly path. To
implement an A" search:
1. Form a one-element stack consisting of a zero-length path from the root node to
nowhere .
2. Cycle through steps a-c until the stack is empty.
a) Test the first path to see if it leads to the goal.
b) Exit with success if the tested path leads to the goal.
c) Ifthe first path does not lead to the goal:
1. Remove the first path from the stack.
2. Form new paths from the removed path by expanding one level.
3. Add the new paths to the stack
4. Sort the entire stack by the sum(cost incurred so far+underestimate
of the cost remaining), least cost on top.
5. If there are multiple paths to a node, retain only the path with the
lowest cost to that node.

3. This Exit with failure if no solution is found.
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In this method, if one exists to find a path is guaranteed, but in a very cluttered
environment, the size of the cells might become very small in order to find a feasible
path and this makes the search complex so the computational effort can sometimes be

considerable, particularly for a real time implementation.

The simplest cell decomposition method is to create equisized cells. It has
the advantage of quick and easy cell creation and intuitive cell adjacency, but a huge
number of cells is created which causes the search to be exhaustive. In order to make
the search better, another representations were proposed. One of them is to allow big
cells in uniform space (either empty or full) and smaller cells only when needed for
example at the border of an obstacle. This approach limits the number of cells thus
the search graph, but complicates the adjacency graph. The most straightforward way
is to use a quadtree or octree method to represent the space. Quadtree can be defined
as " a method of hierarchical self-referencing elements of a grid which is based upon
on the ide of simultaneous existence of a multiplicity of grids with different resolution
and with capability of referencing the cells of the lower level grid to the cells of the

upper level grids. Quadtree structure can be seen in Fig 4.12.
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Figure 4.12 Quad-tree structure

The tree structure makes the cells easily representable, but tends to produce a high
number of cells as mixed alls are often divided into the other mixed cells, some mixed
cells can be cut in such a way that maximize either the empty or full area, but
adjacency graph gets complicated. Decomposition of the area and adjacency graph

can be seen in Fig. 4. 13.
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Figure 4.13 Decomposition and adjacency graph

Cell decomposition technique has been used for the mobile robot Hilare. The
cycle starts from the analysis of the obstacles map [10]. The empty areas between
obstacles are tesselated into convex polygonal cells. Each cell boundary has
associated with it an entry of exit segment. A search graph is generated from the cell
to cell boundary segments and it is this graph which is searched for the path solution
based on the shortest path length as it seen in Fig. 4.14.
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Figure 4.14 Cell structuring and adjacency graph for Hilare
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4.4.5. Hypothesize and Test Approach:

Hypothesize and Test method is the first realized method to solve the
automatic path generation problem. In this method, a path is proposed which
connects the initial position with the final position. In the next step, this path is tested

for collisions with obstacles.

Figure 4.15 Hypothesize and test approach

If the path is not collision-free, the obstacles which caused the collisions are
examined and a different path is proposed using applicable heuristics. Fig 4.15 shows
the illustration of hypothesize and test approach. Generally the first proposed path is
divided into segments in which collision occured are changed. Especially in a
cluttered environment, it can extremely difficult to propose a new path, as a change
often will result in a collision with a different obstacle. Hypothesize and Test
algorithms are generally simple to implement and can find a path very fast in an

uncluttered environment, but are inefficient for a cluttered environment.
4.4.6. Potential Field Approach:
During the past years, Potential Field Methods for obstacle avoidance have

gained increased attention from researchers in the field of robotics and mobile robots.

The idea of imaginary forces acting on a robot has been first suggested by Khatib[57].
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This method was presented in the context of manipulator collision-avoidance. Its
application to mobile robot is straightforward. The philosophy of the artificial
potential field approach can be described as follows:

“ The manipulator moves in a field of forces. The position to be reached is an
attractive pole for the end-effector and obstacles are repulsive forces for the

manipulator parts.”

The algorithm creates a potential field with a minimum at the final position
and superposes this field with positive fields created by obstacles. The resulting
artificial potential field as it is shown in Fig 4.16 must be differentiable as the path is
usually searched by the following the flow of the negated gradient vector field
generated by this potential field.

Figure 4.16 Potential field of a 2-D square

The potential around the obstacles is usually inverse proportional to the
distance to the obstacles. To simplify the distance calculation, the robot is usually

approximated as a set of points.
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In APF, path planning is made by solving the following differential equation:

M(x)dx/dt*+F= - grad(U(x)) (4.1)

with :
M(x): Inertial matrix
F..  Centrifugal Force
Uy Ufx)+Ud(x)
" U,:  Attractive APF (goal)
U;:  Repulsive APF (obstacles)

-

-

The trajectory of the mobile robot tends to follow the maximum negative
slope between its starting point and its goal which is “deep” value of the gradient [58],

avoiding obstacles which are represent by peak values of the gradient as it is shown in
Fig 4.17.

Figure 4.17 Example of global artificial potential field, (APF)

Mainly four significant problems that are inherent to potential field methods. These
are;



112

1. Trap situations due to local minima: Local minima problem is the best known
problem with PFMs. A trap situation may occur when the robot runs into a dead end.
For example, inside a U-shaped obstacle. Trap situation can be resolved by heuristic
or global recovery. . Generally, trap situations that are remedied with heuristic
recovery rules are likely to result in “non-optimal” path. In global recovery, the local
path planner monitors the robot’s path, when local minima is detected, the global path
planner is invoked to plan a new path based on the available information [59]. To
overcome the local minima problem, the navigation function which is a potential field
without local minima has been also proposed. But the analytical description of the

transformation is complicated and requires precomputation.

2. No passage between closely spaced obstacles: Under artificial potential field, the
mobile robot does not pass among densely spaced obstacles. With PFMs, the
repulsive forces from the obstacles 1 and 2 are combined into the two lumped
repulsive forces F’;; and F’,; respectively. The sum of all repulsive forces points
straight away from the openning between the two obstacles. As it is shown in Fig.
4.18, depending on the relative magnitude of the target-directed force Fi, the robot
will either approach the opening further, or it will turn away.

Targel Obstacle
* s |

%

Obstacle

2 , .a-"...
7 A
I I a

Figure 4.18 Under APF, no passage between closely spaced obstacles

3. Oscillations in the presence of obstacles: PFMs has tendency to cause unstable

motion in the presence of obstacles. The stability condition is proportional to the
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robot speed, V, and the time constant T of the steering motor. It states that for each
set (V, 1, n, F,, F,), there exists an angle o at which unstability occurs Fig. 4.19.

Target

a=20

§

Figure 4.19. Motion of a mobile robot in the vicinity of an obstacle

The angle o depends on the position of the robot relative to an obstacle in the space
configuration. In Fig 4.19, the actual position of the robot at a specific time intervals
is indicates by circles. the oscillation that commence as the robot reaches the

discontinuity at angle o should be noticed.

4. Oscillations in narrow passages: A similar yet more severe problem with PFMs
occurs when the robot travels in narrow corridors, in which the robot experiences

repulsive forces simultaneously from opposite sides and unstable oscillation occur.

A kind of PFM, which is called Virtual Force Field (VFF) has been developed
by Borenstein and Koreny [60]. It was originally designed for real- time obstacle
avoidance with fast mobile robots. The VFF method allows continuous, smooth, and
relatively fast motion of the controlled vehicle among unexpected obstacles and does

not require the vehicle to stop in front of obstacles.
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Figure 4.20 The Virtual Force Field Concept

The main idea in VFF is using a two-dimensional Cartesian grid called the
histogram grid, c, for obstacle representation. Each cell (i,j), in the histogram grid
holds a certainity value(CV);;, that represents the confidence of the algorithm in the
existence of an obstacle at that location. In the histogram grid, CVs are incremented
when the range reading from a range-finder indicates the presence of an object at that
cell. The Virtual Force Field can be seen in Fig 4.20. As the mobile robot moves, a
square window accompanies it, overlying a region of C. this region is called Active
region which is denoted as C” and cells that momentarily belong to the Active Region
are called Active Cells, which are denoted as ¢';;. In the implementation of Koren
and Borenstein, the size of the windows is 33x33 cells and each cell has a size of
10cmx10cm, and the window is always centered about the robot’s position. Each
active cell exerts a virtual repulsive force F;; toward the robot. The' magnitude of this
force is proportional to d*, where d is the distance between the cell and the center of

the vehicle, and m is a positive real number, which is usually 2.
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o . Fo *C(i,j)(xi_xo- Yi = Yo ..)

F@G,) = - — X+ 42
CD="F6) Ca@d " aaD (42)
F.. . Repulsive Force constant,
d(i,j) : Distance between cell (i,j) and mobile robot,
C(,j) : Certainity value of cell (i,j),
X, Yo . The present coordinates of the mobile robot,
X, i . The coordinates of cell (i,j),
X,y . The vectoral representation of x and y
All virtual forces add up to yield the resultant repulsive force F,
Fy=F (i, ) (43)

Simultaneously a virtual attractive force F, of constant magnitude is applied to the

mobile robot, pulling it toward the target.

== — % xt—xo - yt—yo ...)
F, =F, (d(t) X+ i) y (44)

Fy . Repulsive force constant,

d(t) : Distance between the target and the mobile robot,
X, Vi . The coordinates of the target,

X5, Vo : The present coordinates of the mobile robot,

X,¥  : Vectoral representation of x and y

Summation of F, and F, yields the resultant force vector R.

]
Il

w
+

(4.5)

-
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R : Resultant force vector
F, : Total attractive force vector.
F, : Total repulsive force vector.

The direction of the resultant force vector R is
¢ = atan(Im(R) / Re(R)) (4.6)

and the direction of R is used as the reference for the mobile robot’s steering

command.

One of the reason for the popularity of this method is-its simplicity and
elegance. It can be implemented quickly and initially provide acceptable results
without require refinements. Also, no expensive precomputation as for C-space or
Voronoi diagram is necessary. A smooth path is automatically created. As this
approach uses only local information which could be obtained by sensors, it is fast
enough to run in real-time. However the problem with this strictly local method is
that the planner might get stuck in a local minimum and would not reach the final

configuration.



CHAPTERS. CONTROL STRUCTURES OF MOBILE ROBOTS

In order to achieve a high degree of robustness and autonomy, a mobile robot
should be able to plan and execute actions and adapt its behavior to environment
changes [61]. A mobile robot control structure should at least meet the following

requirements:

1. Programmability: A useful mobile robot should be able to execute a variety of
tasks without the need for changing its hardware nor software. To fulfill their task,
a mobile robot must plan for their actions. The tasks should be given to the robot at
an abstract level and the mobile robot should be able to interpret them adequately,
according to its actual state and environment.
2. Robustness: The robot should not depend on a unique subsystem for all its
actions, but be as redundant as possible in terms of sensors and functions.
3. Autonomy: Environment conditions can change, not be known perfectly and
therefore a mobile robot should be able to handle its tasks itself, manage its various
subsystems. This gives the robot autonomy.
4. Adaptiveness: It should be able to modify its behavior according to the actual
conditions in it encounters. This feature requires reasoning capacities to detect
situations and produce the adequate behavior.
5. Reactivity: It should be able to detect the events timely and react to them
according to the context and the task. The reactivity should be adapted to the task. A
mobile robot that is only driven by environment conditions may never achieve its goal
because of possible behavior conflicts or systematic responses that may be not
compatible with its overall objectives. Let's take for instance a mobile robot using
proximity sensors which was designed to react to an obstacle by avoiding it. If this
robot has to pick up an object on a table, it needs to close enough to the table.
Proximity sensors will then trigger, leading the robot to avoid the table and preventing
it from achieving the task. Therefore it is necessary that reactivity should be
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programmable and controllable. According to the features mentioned above, the

control structure of a mobile robot must have both some decision-making capacities

and real-time capabilities.

There are essentially two forms of control architecture in use or in
development at the present time. Firstly, there is the Functional Decomposition Fig.
5.1, in which the mobile robot is considered as a group of processes, known as agents,
each carrying out a specific function.
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Figure 5.1 Functional decomposition of control structures



The agents are usually the perception system, the planner, the navigator and pilot, and
the executor or controller. The second control structure is the Behavioral
Decomposition, Fig. 5.2, which considers the mobile robot to be composed of levels of
behavior such as avoid the obstacles, wander around, explore the environment, etc. In
this structure, there is only performance degradation instead of total system failure

when one of the higher levels fails. Additional layers of intelligent behavior must be
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added later, increasing the overall competence of the system.

\

Figure 5.2 Behavioral decomposition of control structures

Both functional and behavioral control decompositions have their advantages
and disadvantages, The behavioral decomposition and state transition layer are
essential in the design of the control strategy, whereas the functional or hierarchical
decomposition is important in the physical realization. In this chapter, functional and

behaviorist decomposition control structures will be explained in details.
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5.1. Functional Control Decomposition

5.1.1. Cognitive Control Structure for a Mobile Robot

Cognition is the main property of an autonomous mobile robot. Robotic
cognition is the property and a process of perceiving and knowing; the system which
makes this property operational. The process of rational activities, planning and
decision making, image or concept recognition and/or criterion are traditionally
assigned to the operation of the system of cognition [5]. Related to humanbeings, the
term cognition presumes the phenomena of human mind. Robot cognition is expected
to perform all the above mentioned operation based upon computers. According to
this feature, the structure of a cognitive controller for a mobile robot is decomposed

into the three levels of control.

1. Planner,
2. Navigator,
3. Pilot.

And it has the following four functional structures.

A. The mechanical assembly including the mobile platform, drive train, the subsystem
of energy conversion and transmission, the actuator subsystem for acceleration,
coasting and braking, the subsystem of steering, the subsystem of mounting and

providing mechanical motion to the sensors.

B. The system of MOTION CONTROL, which is defined as a combination of
principles, algorithms and develop destined to change the configuration of path, speed
trajectory, the law of accelerating and decelerating, etc., in a way which will minimize
the cost-function of the operation. Therefore the operations of motion contro! can be
classified as:

a) Planning: Autonomous mobile robot control system will have to plan a set of

motion operation to achieve the objectives. This will require the analysis of the goal
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location, analysis of terrain, analysis of constraints, preferences, expert information and
for all the mechanisms their descriptive and mathematical models to identify a plan of
operation It is a control of motion at the levels of strategic decision-making. The
overall goal of the operation is synthesized on the basis of initial sensor information
and the optimum trajectory of motion is determined and the rough trajectory of motion
is sketched.

b) Navigation: It controls the motion at the tactile level. After the motion has started,
the new information is perceived and the trajectory of motion is made more precise.

¢) Piloting: It controls the motion at the operative level. This includes any vision-
based decision-making processes performed in real-time on-line. Piloting implements
the results of navigation. It transforms the prescribed trajectories into more specified
and detailed sequence of maneuvers, including those not available for the algorithm of
navigation since the resolution of the path, as well as the accuracy, is very high.
Briefly, it is a conditional process and depends on the current state of the environment.
As an example, the commanded speed of the mobile robot assembly must depend on
actual surface condition, sudden turn, etc. Pilot control decision will have to be
implemented that can accommodate this conditional process. Subproblems which
depend on environment conditions and changes should be determined from the
information of higher resolution and using the knowledge and reasoning power of the
pilot level.

d) Execution Control: It is the lowest-level of control where the encoded solution is
being transformed into the actual motion. Execution control, transforms the sequence
of commands from the pilot into the actual motion. It is also a real-time control. it is
based upon the need to follow the results of piloting as accurately as possible.

C. Perception: It is defined as system of sensors also. Perception includes all
technological means of observing the real motion and judging on the closeness of the
motion to the results of the prescribed and desired control, and also the technological
means of proper transformation and integration of the measurement results. In
otherwords perception system includes subsystem of sensors and subsystem of
processing the information that is transmitted by sensors. It is used to monitor the
motion control from the strategies, tactical and operative views. It provides the ability
to extract information from the sensor data in order to construct an internal model of

its environment. The perception subsystem uses a priori models of environment
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provided by the knowledge base and will output its world model into the knowledge
base. Knowledge base is a system which performs automated extraction, storing,
organization and generation of knowledge, as well as answering the external inquiries.
The processing presumes dealing with knowledge stored in the system of knowledge
and reasoning upon this information until the decision concerning the scene is
obtained.

D. System of Knowledge: Knowledge is information which encompasses the present
and the past experience of interest, and represented in a way which allows for
interpretation, problem understanding, task generation and decision making.
Knowledge hierarchy performs organizing the results of monitoring [62]. System of
knowledge for the mechanical assembly is required in order to utilize properly the ideas
implemented in the assembly by the design procedure. System of knowledge for the
motion control system is required in order to determine the mobile robot tasks., to
synthesize a solution concerned with the motion trajectories at all the considered levels
of control. System of knowledge for the perception is also required in order to
interpret the results of sensing and to properly assign the results of observations to the
different levels of the hierarchy of motion control. The hierarchy of knowledge can be

shown in Fig 5.3.
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Figure 5.3 Hierarchy of knowledge
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At each level of the hierarchy, the knowledge of the level is separated into the
following 3 areas:
.1. Pictorial information which contains two groups of information : Visualized iconic
images and transformed iconic images. Photoimages and topographical maps belong
to this group.
2.World descriptive information which in turn is divided into two groups:
Represented in natural or limited natural language and represented in symbolic
language code.
3. Rules which include the collection of IF-THEN clauses organized in hierarchies
according to the hierarchy of problems determined by the mobile robot mission. The
hierarchy of IF-THEN clauses contain all rational knowledge of the world and of the

mechanisms including the whole vehicle and the subsystem on-and off-board.

The relationship between the motion control system and the knowledge system
are shown in Fig 5.4. If the output of each level can not be obtained and is
inconsistent with reality, the upper level should reconsider its results and come down

with a new solution. This can be called monitoring.
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Figure 5.4 Relationships between knowledge and motion control

During execution of a plan, the system will be required to continually reevaluate its
plan with regard to the currently inferred situation in order to determine if the process
is succeeding or failing. When the process is failing, plan inadequacies must be
identified and some degree of replanning should be initiated. During the trajectory
execution, new information can determine the need in repeating the procedure of
navigation. During the execution control operation, when an inability is revealed to

follow the sequence of commands generated by PILOT, another maneuver must be
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-assigned.  The relationship between knowledge and vision system can be seen in
Fig.5.5
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Figure 5.5 Relationships between knowledge and vision systems

In the system for processing information extraction, a judgment of the scene can be
made when the output is transformed in some elements which help to make
conjectures and try to verify them in the context. Therefore as it is shown in Fig 5.5,
the connectivity of edges, segments, regions should be found and roughly organized in
a matrix of adjacency. In information interpretation, a model of the environment to
construct the observed scene using the tool of reasoning and making conjectures is

made.
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Figure 5.6 Functional and hierarchical structure of the cognitive controller
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The interrelation between these four functional structures can be shown in Fig 5.6-a
and their hierarchical character of the knowledge applied within these structures in Fig.
5.6-b. Interaction between the levels can be seen in Fig. 5.7. In cognitive control
structure, the higher the level of hierarchy, the more is the time lag between the motion

control determined and actually executed.
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Figure 5.7 Interaction between the levels

5.1.2. The Distributed Control Architecture

The Distributed Control Architecture is a combination of expert modules
which are synchronized by the aid of a blackboard. This is a centralized system
because information is contained in a central database, modules must have low
granularity due to the centralized communication and low communication bandwidth.
In a software architecture for an autonomous mobile robot, several conceptual
processing levels can be characterized. These processing levels are:

1. Robot Control: This level takes cares of the physical control of the different
sensors and actuators available to the robot. It provides a set of primitives for
locomotion, actuator and sensor control, data acquisition, etc., that serve as the robot
interface, freeing the higher levels of the system from low level details. It includes
activities such as vehicle-based motion, estimation and monitoring of internal sensors
which provide information on the status of the different physical subsystems of the

robot.



126

2. Sensor Interpretation: On this level, the acquisition of sensor data and its
interpretation by sensor modules is done. Each sensor module is specialized in one
type of sensor or even in extracting a specific kind of information from the sensor
data. The modules provide information to the higher levels using a common
representation and compatible frames of reference.

3. Sensor Integration: Due to the intrinsic limitations of any sensory device, it is
essential to integrate information coming from qualitatively different sensors, such as
stereo vision systems, sonar devices, laser range sensors, etc. Specific assertions
provided by the sensor modules are correlated to each other on this level. For
example, the geometric boundaries extracted from an obstacle detected by sonar can be
used to provide connectivity information to a set of scattered three-dimensional points
generated by the stereo vision subsystem. On this level, information is aggregated and
assertions about specific portions of the environment can be made.

4. Real World Modeling: To achieve any substantial degree of autonomy, a robot
system must have an understanding of its surroundings, by acquiring and manipulating
a rich model of its environment of operation. This model is based on assertions
integrated from the various sensors, and reflects the data obtained and the hypotheses
proposed so far. On this level, local pieces of information are used in the incremental
construction of a coherent global real-world model. This model can be used for
several other activities, such as landmark recognition, matching of newly acquired
information against previously stored maps, and generation of expectations and goals.
5. Navigation: For autonomous locomotion, a variety of problem-solving activities
are necessary, such as local and global path planning, obstacle avoidance, detection of
emergencies, etc. These different activities are performed by modules that provide
specific services.

6. Control: This level is responsible for the scheduling of the different activities and
for combining Data-Driven (responding to sensory information) and Plan-Driven
(following a plan to execute a given task) activities in an integrated manner so as to
achieve coherent behavior. Briefly, this level tries to execute the task-level plan that
was handed to it, while adapting to changing real-world conditions as detected by the
Sensors.

7. Global Planning: To achieve a global goal proposed to the robot, this level

provides task-level planning for autonomous generation of sequences of actuator,
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sensor and processing actions. Other activities needed include simulation, error
detection, diagnosis and recovery, and replanning in the case of unexpected situations
or failures.

8. Supervisor: On this level a supervisory module oversees the various activities and

provides an interface to a human user.

The communication between processing modules is not only possible between
adjacent levels, but also there are a very complex interconnections and
interdependencies between the various subsystems, with multiple flows of data and
control. The general structure of the distributed control system which is proposed by
Elfes [62] consists of an expandable community of Expert modules, which
communicate asynchronously among themselves through messages. As it seen in Fig.
5.8 information needed for the common goal is posted on and retrieved from a
Control Blackboard.
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Figure 5.8 The disiributed control structure
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A Blackboard system is a problem-solving architecture [S6]. It is described as a
globally accessible database where different processes that are cooperating towards the
solution of a certain problem can share data and results, suggest hypotheses to be
examined, communicate the state of their own computations, etc.

In the control structure, a given task is performed under the direction of a
Control Plan. Expert modules are specialized subsystems used to monitor the sensors
and actuators, interpret sensory and feedback data, build an internal model of the
mobile robot's environment, plan strategies to accomplish proposed tasks, supervise the
execution of the plan and do global system management. Each expert module is
composed of two closely coupled components: Master process and Slave process

Master process controls the scheduling and the activities of the Slave process
and provides an interface to other modules. It retrieves needed data from the
Blackboard, changes the status of the Slave and posts relevant information generated
by the Slave process on the Blackboard.

Slave process is responsible for the processing and problem-solving activities.

In Fig. 5.9, a module architecture is shown.
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Figure 5.9 Expert module architecture
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Each expert module has the following subsystems:

Message Handler: It handles incoming and outgoing traffic of information, either to
other expert modules or to the Control Blackboard.

Controller: This is a knowledge-based subsystem that knows about the capabilities of
its associates Slave. It invokes the Slave when appropriate, gathers the necessary data
to provide to it, oversees the execution and changes the scheduling status of the Slave
when necessary, and handles the results provided by it.

Module Executive: The module executive is responsible for the activities of the
Slave. On the basis of the incoming requests and the data provided, it invokes the
Internal Routines and performs all the processing required to execute the Slave's task.
The results returned to the Master.

Module Supervisor: This subsystem allows the Slave module to run in stand-alone
mode. It permits independent testing of the module, to facilitate debugging and
integration.

User Interface: Through this subsystem, the user can inspect and change internal

parameters of the module.

In the control structure, the Executor dynamically abstracts scheduling
information for the Expert modules from the Control Plan. The Control Plan provides
information specific to the execution of a given task by specifying subtasks and
constraints in their execution. Over the Blackboard, high level information needed by
the different subsystem is shared. This includes information on the robot's status,
relevant interpreted sensory and feedback data and the scheduling information from the
Control Plan. The Blackboard may be subdivided conceptually into subareas, where
information specific to a certain problem or level of processing is stored. Access to the
Blackboard is always handled by the Blackboard, and includes operations such as
storing and retrieving information. The Monitor handles a queue of requests generated
by other Knowledge Sources. This kind of encapsulation ensures uniformity of access
to and consistency of updates on the Blackboard. The Knowledge Sources that
operate on the Blackboard and interact with each other actually embody the
knowledge that is being brought to bear on the solution to a given problem. Each one

is typically dedicated to a particular type of subtask. Knowledge Sources that are
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working on a given problem suggest ways of decomposing a problem into simpler
subproblems or favorable directions to explore in the search for a solution, or organize
the sequencing of relevant task. The Expert modules are distributed over the processor

network.

The control architecture that is proposed by Elfes reflects the structure of
community of cooperating expert modules. These modules communicate
asynchronously over the processor network, generating and absorbing streams of data.
This structure embodies a hierarchical model of distributed computation. This shows
the decision-making model. Control decisions are, whenever possible, made locally in
the module which is confronted with a problem. Otherwise, the problem or data is
broadcast recursively to the next higher level of decision making. Another result from
this control structure is that commands and data can exist within the system at several
levels of abstraction. At each level , only the necessary degree of detail is present.
Higher levels are able to deal with the same information in a more abstract form and
do not become cluttered with unnecessary details. The system described is loosely
coupled since the rate of communication between modules, especially beyond the
motor and sensor subsystem levels, is relatively small. This results from the use of
asynchronous processes and the Blackboard. Such an approach lead to higher
performance and better adaptability to dynamically changing conditions.

5.1.3. Hilare Control Architecture

The hierarchical control architecture used in Hilare mobile robot is organized

into three main levels:

1. The lowest level is Functional Level. It is composed of a set of modules. A module
performs a specific function that provides for a given capability of the robot related to
perception and data processing, action and motion computation and closed loop
processes. H A module exchange data and requests with other modules and with the
control level. Functional level is expandable namely modules may be added without

modifying the global structure [63].



131

Modules in the functional level can be divided into three categories. These are:
a. Sensor/Effector Modules:

Sensor modules process data acquired by a physical sensor. The processings
are generally organized into several levels corresponding to increasingly complex
representations and abstract interpretations. representations resulting from one to an
another level of processing are provided to other modules in the robot. Any level of
representation within a sensor module may be used for event detection. For managing
all the monitors within a sensor module, a Sensor Surveillance Manager is attached to
each sensor module. Its role is to coherently achieve the condition tests, eliminating
possibly redundant requests and to send a signal to the control system whenever the
condition is met. The ultrasonic module of a mobile robot is an example of sensor
module. Effector Modules drive actuator. There are different levels of command
similar to the levels of interpretation in the sensor modules. The Pilot module,
designed to drive the robot's motorized wheels, is an example of an effector module

and it provides for trajectory control and tracking.

b. Servo-process Modules :

Servo-process modules provide for a dynamic link between perception and
action. They are used to servo robot motion using sensory data. a servo-process
module has three types of links. Input lines carrying data from sensor modules; output
lines to issue commands to effector modules or send data to another module; control
line from and towards the control system. The output line can be routed to be the
input of different modules. The control line is used to send activation of halt signals
to the servo-process and to retrieve a failure signal from it when the input data do
not enable it to run correctly. When a servo-process request data from a sensor
module hat can not provide it, the servo-process reports to the control system.
Obstacle avoidance module, wall following module ‘and visual tracking module are
examples of servo-process modules. Surveillance Monitor play a very important role

in the activation and inhibitation of the sensor processes.

c. Functional Units:
The information provided by sensor modules at several level of interpretation

may be used by dedicated modules which are called Functional Units. These modules
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are activated upon a request to execute some computations, possibly making use of
other modules. Trajectory planning and mobile robot localization are example of

functional units.

2. The intermediate level is Control System Level translates plans given by the planner
level into tasks and request to the modules, controls the robot's actions to execute the
task and manages its resources. It also sets robot modules to detect events and
provides for correcting actions and error recovery.

The Control System organizes the robots motion in order to achieve a
consistent behavior, to execute plans and reports information when failures occur [64] .
It is responsible for adapting the robot's behavior to ensure reactivity to new situations.

The Control System has four components as it is shown in Fig 5.10.
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Figure 5.10 The Control architecture of Hilare robot

a) Supervisor Module: The main goal of the Supervisor Module is to receive a plan
and control its execution as a whole and to take into account events that might have a

global influence on its achievement. Each step of a plan corresponds to a task which is
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sent to the Executive to be parsed and the fulfilled. The Supervisor may also receive
dynamically tasks produced by other modules in the architecture. The supervisor
interacts with the Planner. In order to specify tasks between Supervisor and the

Executive levels, a task description language is designed.

b) Surveillance Manager: The robot reacts to an event in three stages: First by a reflex
reaction, second by an action determined by the current task and third by task
replanning. To provide this programmable reactivity, Surveillance Monitors are
introduced. Surveillance Monitors play a key role in mission execution and in robot
operation. Their purpose is to set condition on sensed data or computed results and to
trigger some reflex reaction when the conditions are met. Two mains of Surveillance
monitors in the control system are defined. P-Surveillances and Q-Surveillances. P-
Surveillances related to the on-going plan or mission, and provided along with it to
detect some events or situation and cope with them. Q-Surveillances related to the

operation of the robot, even if no task is being executed.

All monitors are set by the Surveillance Manager that is informed when they
are fired. However for each sensor module, there is also a local surveillance manager.
Conditions can be set at any level of data processing in a chain of sensor modules as
their results in order to guarantee an immediate reaction when the events that
produced them occur. On the same sensor module, several surveillance monitors can
be active at the same time and are controlled by a Sensor Surveillance Manager. At

the top level of the Surveillance System is the Surveillance Manager. Its functions are:

o It receives surveillance monitors from the Executive and decomposes the condition
part, sending the various components to the adequate Sensor Surveillance
Managers.

e It receives the messages from the SSMs indicating that a surveillance has been
triggered. I fthe condition part of a given monitor included a logical condition on
different sensors, the SM verifies the logical formula. Then the reflex actions
corresponding to the triggered monitors are executed through the Executive. If
different surveillance monitors are triggered simultaneously, a priority order is used

to decide what action to perform first.
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c) Executive Module: The Executive carries out tasks, manages robot resources and
detect conflicts. In a way, this module is similar to an operating system of the robot. a
task is represented as a succession of command written in task description language. If
a command is executed correctly, the Executive launches the next one. Otherwise, in
case of failure, the Executive calls the Diagnostic and Error Recovery Module to try to

achieve the task.

d) Diagnostic and Error Recovery Module: In an error situation, The Executive
perceives a flow of errors from the modules engaged in the execution of a task. After
stopping the execution, the flow is transmitted to the Diagnostic and Error Recovery
module. For each command that was executed, Diagnostic and Error Recovery
module first builds a failure three deduced from the execution status provided by
tokens and the error messages. The root of this tree contains the fault statement and
three attributes are associated with it. “Error” is the list of the error messages issued by
the module directly responsible for execution of the statement, “Contain” lists all the
other modules invoked by module and “May-contain” lists the modules that may
possibly be invoked by module. The next stage of the analysis is to find out the
primitive error responsible for the list of errors. This is very complex, if there are
interdependency between faults. Once the fault has been found, the action to take so
as to recover the failed statement is given by other prestored information. The task
may be aborted or mended by adding a list of statements to be executed. Mending may
also consist of substituting an order by another one. For example, a servo-process
using vision to follow a corridor may be substituted by another one using ultrasonic

Sensors.

3. The highest level is the Planning Level. It generates plans to achieve goals.
Decomposition of the system into a Planning Level and Control Level is related to
hierarchical planning. Since the planning level uses abstract, partial, and uncertain
world models, it must leave as much latitude as possible to the Control Level to adapt
to the actual state of the world, while not being ambigious. To achieve this, the
planning level must provide an executable plan to ensure nonambigious interpretation

and robust execution.
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This control structure uses the concept of process to achieve a controlled
reactivity through the use of surveillance monitors providing a flexible control of these
processes. It has reactivity and error recovery capacities and a fixed hierarchical

structure.

5.2. Behavioral Control Decomposition

5.2.1. Layered Control Architecture

As an behaviorist control striker, Brooks [65] has proposed a number of levels
of competence for an autonomous mobile robot. A level of competence is an informal
specification of a desired class of behaviors for a mobile robot over all environments it
will encounter. A higher level of competence implies a more specific desired class of
behaviors. As an application example for the levels of competence for a mobile robot

can be given as follows:

0. Avoid contact with objects whether the objects move or stationary.

1. Wander aimlessly around without hitting things.

2. Explore the world by seeing places in a distance that reachable and heading for
them.

3. Build a map of the environment and plan routes from one place to another.

4. Notice changes in the static environment.

5. Reason about the world in terms of identifiable objects and perform task related to
certain objects.

6. Formulate and execute plans that involve changing the state of the world in some
desirable way.

7. Reason about the behavior of objects in the world and modify plans accordingly.

It should be noticed that each level of competence includes as a subset each
earlier level of competence. Since a level of competence defines a class of valid

behaviors, it can be seen that higher levels of competence provide additional
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constraints on that class. The most important idea of levels of competence is, layers of
a control system corresponding to each level of competence can be built and simply
added a new layer to an existing set to move to the next higher level of overall
competence. Control is layered with higher level layers subsuming the roles of lower
level layers when they wish to take control. The system can be partitioned at any level
and the layers below form a complete operational control system as it is seen in Fig

5.11. This architecture is called Subsumption Architecture.
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Sensors — level 0 Actuators
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Figure 5.11. Subsumption architecture

In a Subsumption architecture, firstly Level Zero competence is built. It is
called also Zeroth -Level control system. Next the first-level control system is built.
First-level control system is able to examine date from the level zero system and is also
permitted to inject data into the internal interfaces of level zero suppressing the normal
data flow. This layer, with the aid of the zeroth, achieves level one competence. The
zeroth layer continues to run unaware of the layer above it which sometimes interferes
with its data paths. After the first layer is built, additional layers can be added and the

initial working system need never be changed.

Layers are built from a set of small processors that send messages to each
other. Each processor is a finite state machine with the ability to hold some Lisp data
structures. Processors send messages over connecting wires. There is no handshaking
or acknowledgment of messages. The processors run completely asynchronously,
monitoring the input wires and sending messages on their input wires. It is possible for
messages to get lost. There is no shared global memory so there is no other form of

communication between processors. All modules are created equal in the sense that
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within a layer there is no central control. Each module does its task as best it can.
Inputs to modules can be suppressed and outputs can be inhibited by wires terminating
from other modules. This is the mechanism by which higher level layers subsume the
role of lower levels. The control structure can be defined in more details by a mobile
robot control system which achieves level zero and level one competence as defined

before.

A. Zeroth Level: The lowest layer of control makes sure that the robot does not
contact with other objects. In Fig 5.12 level zero competence is shown and given a

complete description of how modules are connected together.
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Figure 5.12 Level 0 control system

If an object approaches the robot, it will move away. If in the course of moving
itself it is about to collide with an object, it will halt. These actions are sufficient for
the level zero competence. The Turn and Forward modules communicate with the
actual robot. They have extra communication mechanism, allowing them to send and
receive commands to and from the physical robot directly. The Turn module receives
a heading specifying an in-place turn angle followed by a forward motion of a specified
magnitude. It commands the robot to turn and on completion passes on the heading to
the Forward module. The Turn module then goes into a wait state ignoring all
incoming messages. The Forward module commands the robot to move forward but
stops the robot if it receives a message on its halt input line during motion. as soon as
the robot is idle, it sense out the shaft encoder readings. The message acts as a reset
for the Turn module, which is then once again ready to accept a new motion

command. The Sonar module takes a vector of sonar readings, filters them for invalid
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readings, and effectively produces a robot centered map of obstacles in polar
coordinates. The Collide module monitors the sonar map and if it detects objects dead
ahead, it sends a signal on the halt line to the Motor module. The Collide module does
not know or care if the robot is moving or not. Halt messages sent while the robot is
stationary are essentially lost. The Feelforce module sums the results of considering
each detected object as a repulsive force, generating a single resultant force. The
Runaway module monitors the force produced by the sonar detected obstacles and

sends commands to the turn module if it ever becomes significant.

B. First level: The first level layer of control, when combined with the zeroth, imbues
the robot with the ability to wander around aimlessly without hitting objects. It should
be noticed that this control level relies in a large degree on the zeroth level’s aversion

to hitting obstacles.
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Figure 5.13. Level 0 system augmented with the level 1 system

In addition it uses a simple heuristic to plan ahead a little in order to avid potential
collisions which would need to be handled by the zeroth level. The Wander module
generates a new heading for the robot in every specified perfod. The Avoid module
takes the result of the force computation from the zeroth level and combines it with the
desired heading to produce a modified heading, which usually points in roughly the
right direction, but is perturbed to avoid any obvious obstacles. This computation
implicitly subsumes the computations of the Runaway module, in the case that there is

also a heading to consider. In fact the output of the Avoid module suppresses the
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output from the Runaway module as it enters the Motor module. In Fig. 5.13 a
complete description of how the modules are connected together is given. It should be
noticed that the first level is simply level zero control system with some more modules

and wires added.

The characteristics of the robust layered control system are as follows:

e The mobile robot control problem can be decomposed in terms of behaviors rather
than in terms of functional modules. The interaction between behaviors ensures
reactivity. A lower level can be subsumed by a higher level, inhibiting the
input/output of the lower layer.

e It provides a way to incrementally build and test a complex mobile robot control
system. Lower levels that have been well debugged continue to run when higher
levels are added. Since a higher level can only suppress the outputs of lower levels
by actively interfering with replacement data, in the case that it can not produce
results on time, the lower levels still produce sensible results.

¢ One of the motivations for developing the layered control system is extensibility of
processing power. Useful parallel computation can be performed on a low
bandwidth loosely coupled network of asynchronous simple processors. The
topology of that network is relatively fixed.

e There is no need for central control module of a mobile robot. The control system
can be viewed as a system of agents each busy with their individual goal. There is

no need to make an early decision on which goal should be pursued.

Briefly, this methodology decomposes a control system into a set of loosely
coupled task achieving behaviors. Each behavior is a complete control system going
from sensory inputs to motor outputs. Once a behavior is debugged, it is no more
changed. Sophisticated control systems can be build around it because of it is simple,
extensible arbitration scheme. The main drawback of the robust layered control
system that it is entirely wired, so it is permanent and irrevocable. The robot is also not

programmable and is limited to the behaviors that were implemented by its designer.



CHAPTER 6. PTP MOTION CONTROL OF A MOBILE ROBOT

6.1. The Mobile Robot Kinematics

The mobile robot which is considered in this study has a three-wheeled
configuration. There are two wheels on front and one wheel on the back of the robot.
Each one of the front wheels are connected by an independently controlled DC
motor. The back wheel is a caster wheel and it can turn to every directions. This type
of steering is called as differential steering because steering is effected by differences
in the velocity of the two front wheels. An advantage of differentially driven mobile

robot is the ability to turn on a dime, that is they have a zero turning radius.

%

Figure 6.1 Configuration of the mobile robot
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The vehicle’s position and orientation is represented by three parameters
(x,y,0), two for translation and one for orientation, when only planar motion is
assumed. However, for a common tricycle and differential-drive mobile robot
configurations, there are only two degrees of freedom for control, that is, direction
angle and velocity or the independent velocity of the two wheels of a differential-drive
vehicle. Such systems are referred to as nonholonomic. The kinematic equations of

the vehicle can be written as follows:
The right wheel linear velocity:

Vi =100, (6.1)

The left wheel linear velocity:

VL =10, ( 6.2 )
The center of mass linear velocity:
Vi +V,
v=—i5—L=—;—(me o, ) (63)

where, r is the radius of the front wheels of the mobile robot. To find an equation for

the direction angle;

t=t 2
front wheel

‘s‘ish—tm

frant wheel

Figure 2 Angle from instantaneous motion
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where,

O: Instantaneous center of motion

Sk, Sv: Displacement of the right wheel and left wheel, respectively
At is time interval and,

At=t, —t, (6.4)

The length of the arcs are obtained as follows:

S, = AtV, (6.5)
S, = AtV, (6.6)
AL =S, - S, (6.7)
ABL = At(V, - V) = At(,, ~®, )T (6.8)

When the both side of the equation ( 6.8 ) is divided by At, equation ( 6.9 ) will be
obtained as follows :

(6.9)

According to the direction angle of the vehicle, x component of the linear velocity

Vx and y component of the linear velocity V, are obtained in equation ( 6.10 ) and

equation ( 6.11), respectively.

§= V, = Vcost%(o)WR +o, )cosd

dt (6.10)
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d .
T _V, = Vsind = %(cown +o,, )sind

dt (6.11)

x and y positions of the mobile robot can be calculated, by taking the integrals of the
equations ( 6.10 ) and (6.11), respectively.

6.2. Dynamics of the Mobile Robot

Figure 6.3 Dynamics of the vehicle

As it is shown in Fig. 6.2, the right wheel traction force and left wheel traction
force of the vehicle are Fr and Fy, respectively. When the rotational motion of the
vehicle is considered, equation ( 6.12 ) and when the translational motion of the

vehicle is considered, equation (6.13) are obtained respectively.



144

L ..
(FR—FL)—2-=IVG (6.12)
F, +F =MV (6.13)

The symbols used in equation ( 6.12 ) and equation ( 6.13 ) are given below:
M : Mass of the vehicle.

I.: Yaw moment of inertia of the vehicle
L : Linear distance between front wheels.
V: Linear velocity of the vehicle.

6 : Direction angle (orientation) of the vehicle.

In Fig. 6.3., the driving mechanism of one of the front wheels is shown and
the other front wheel is driven similar and has the same characteristics. The torque to

the wheel is provided by a separately excited DC motor, through a gear box.

[ wheel,r | T
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L
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motor| M. Im
L]
l b
u Tm

Figure 6.4 The driving mechanism of one of the front wheels



145

The symbols used in Figure 6.4 are given below:

Tm : Torque developed by motor

I. : Moment of inertia of the motors of the mobile robot

bm :  Viscous friction coefficient of the motors of the mobile robot
u Voltage enters the motor

n Reduction ratio (n>1)

o, : Angular velocity of the wheel

®, : Angular velocity of the motor

r Radius of the wheels of the mobile robot

Iy Moment of inertia of the wheels of the mobile robot

Bw . Viscous friction coefficient of the wheels of the mobile robot
F : Traction force of the wheel

Considering dynamics of the right front wheel driving mechanism :

(T -1, o, —bmxmmk)n=lwkd)wn +B, 0, +Fr (6.14)

mg
equation ( 6.14 ) is obtained.

The angular velocity of the right wheel is obtained as follows:

mg

0, = (6.15)

Wr

The DC motor dynamics for the right wheel is given in equation ( 6.16)

T, =k,u, — k,o (6.16)

mg

where k; is motor-voltage constant and k; is the back e.m.f. voltage constant.
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The right and left traction forces can be obtained from equation ( 6.1 ) and equation
(6.2) as follows:

MV I8

F, =[—?:—+ T ] (6.17)
MV I8

E_:(fi—- L) (6.18)

When equation ( 6.15 ), equation ( 6.16 ), are substituted into equation ( 6.14 ), the

following equation ( 6.19 ) is obtained.
(kjug - k0, n-1, &, n-b, 0, nn=1, @, +B, o, +Fr (6.19)

When equation (6.17) is substituted into equation ( 6.19 ) and equation ( 6.19 ) is

rearranged, equation ( 6.20 ) is obtained for the right wheel driving mechanism.

MV 18
kluRn_kzmenz —(Iwn +ImRn2)0‘)WR —(BWR +bmkn2)mWR :(T-l- i,_, )I‘

(6.20)

When the same operation is applied for the left driving mechanism, equation( 6.21 ) is

obtained.

MV 10
kluLn—kzmenz _(IWL +Il'ﬂLn2)(.0WL _(BWL +men2)(OWL =(——~_Il4_)r

(6.21)
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When both sides of equation ( 6.20 ) and equation ( 6.21 ) are summed:

k,n(ug +uy)-k,n’(, +o,)-d,+L,n*)o,, +o, )-®B, +b,n’)o, +o, )
=MVr

(6.22)
Equation ( 6.22 ) is obtained. When equation ( 6.22 ) is rearranged according to
equation (6.3),

LMr+ ; . JV+

(21, 2I.n*), (2k,n* 2B, 2b.n
+ B

2
]V =k,n(ug +uy)

(6.23)
is obtained.

When equation ( 6.21 ) is subtracted from equation ( 6.20 ),

kln(uR -—uL)_‘anz(cown _me)_(Iw +Imn2)(d)wk —(bWL)—(BW +bmn2)(mwk —-me)

_2LB

= L r
(6.24)

equation ( 6.24 ) is obtained.

When equation ( 6.24 ) is arranged according to equation ( 6.9 ),

2l,r I,L I n’L) (B,L b_n’L k,n°L}.

(L+r+r H— Tt =kn(ug —uy)

(6.25)

is obtained.
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As a result, equation ( 6.23 ) and equation ( 6.25 ) gives the dynamics of the vehicle.
6.3. State Space Model of the Mobile Robot

For the ease of arranging in advance, dynamic equations of the vehicle,

equations ( 6.23 ) and ( 6.25 ) can be written as follows:
AV+BV = C(ug +u,) (6.26)
DA+E6=C(ug ~u,) (6.27)

where,

C=k;n (6.28)
(ZIvr IL Ir’nnzL)
D= + +
d r r

According to equation ( 6.26 ) and equation ( 6.27 ), as state variables of the system,
x, =V, x,=0, x, =0 (6.29)

are selected. From equations ( 6.26 ) and ( 6.27 ) , the states can be written as

follows:
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. B C
% =—0X +X(UR +up) (6.30)
i E C
X, =-pX +-5(uR—uL) (6.31)
X, =X, (6.32)

The equations (6.30 ), ( 6.31 ), and ( 6.32 ) can be shown also in matrix form as

follows:

IS

[ (6.33)

Briefly, the system can be written in the form:

x=Ax+Bu (6.34)
where,
T
X= [xl X, x3] (6.35)
T
u=ug uL] (6.36)

and,
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A= o -Bf o (6.37)
o 1 o0

and,

% %]
>l % '%J

(6.38)

6.4. Control of the Mobile Robot:

The motion control algorithm of the mobile robot is point-to-point (PTA)
method. Motion control means the strategy by which the vehicle approaches a
desired location and implementation of this strategy. The PTP method is used to
control the vehicle to follow given target points (x, ,y, ) where, =1,2.3............... n.

In order to reach the target points, linear velocity and direction angle of the vehicle

are controlled.

For linear velocity control of the vehicle, PI controller is used. PI controller
performs the operation of amplification (P=Proportional) and integration (I=Integral)
on the error signal fed into the controller as the input. The P-part influences the
steady-state gain and I-part influences the steady-state error. Each part of the
controller has gains to be adjusted or tuned experimentally so that the desirable

responses of the system are obtained.
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The PI controller input is the error between reference velocity Vi and actual
velocity V' of the mobile robot. In our plant, V is represented by x, as state variable.
The PI controller output u, is obtained as follows:

ul :va (Vref -x1)+Kiv}(Vref "xl)dt ( 639 )
0
K,, : Proportional gain for linear velocity controller
K; =—TL : Integral gain for linear velocity controller

where T, is a constant called integral time.

(x,,,y,,) which is the position of the (i)th target point is assumed as the start
position of the vehicle and (xy,,5¥s,,) is the position of the (i+1)th target point

(=1,2,3, ...... ). According to the distance between two consecutive target points,

reference velocity Vi is obtained as follows:

\/(xtm "xti)z +(th _yti)z
AT

vV, = (6.40)

AT is the unit time that will take the mobile robot to reach the (1+1)th target point.
The velocity reference is defined in every unit time AT as ( with a maximum Ve

m/sec) trapezoidal shape.

For direction angle (orientation) control of the vehicle, PD controller is used.
PD controller performs the operation of amplification (P=Proportional) and
differentiation (D=Derivative) on the error signal fed into the controller as the input,
The P-part influences the steady-state gain and D-part speeds up the response by
performing a predictive-type function. Each part of the controller has gains to be
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adjusted or tuned experimentally so that the desirable responses of the system are
obtained.

The PD controller input is the error between reference direction angle 6, and
actual direction angle 8 of the mobile robot. In our plant, 6 which is the direction
angle of the vehicle is represented by x; and 6 which is the angular velocity of the
vehicle is represented by x; as state variables. The PD controller output us; is obtained

as follows:
U, = Kp0 0, —%3) +Kve (Weer —X3) (6.41)

Since angular velocity reference wys Of the vehicle is desired to be zero and the

derivative of x3; is x,,

u, =K, 0, —x;)-K, x, (6.42)
is obtained.
K, : Proportional gain for direction angle controller
K, =K, : Derivative gain for direction angle controller

where, T, is a constant called derivative time.

Between two consecutive target points, ( x, y ) is the actual position of the
vehicle and (x, ,y, ) is the position of the (i+1)th target point where the vehicle is

heading for. According to the location of the vehicle relative to the (i+1)th target

point, reference direction angle is obtained continuously as follows:
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6,= atan(———,y("“ ) (6.43)

tie1

Whenever the vehicle is driven for one unit time AT, the direction angle reference
0,.c is updated based on the present position and direction of the vehicle and the next

target point.

Differential steering refers to driving the wheel on one side with more torque
than the wheel on the other side. In order to obtain differential steering, PI controller
output u;, and PD controller output u, are combined together and the inputs to the
right wheel motor and left wheel motor ug and vy, are formulated , respectively, as

follows:

u,
Up =ty +—2-
(6.44)
u
up = "—22'

As it is seen from equation ( 6.44), the right wheel motor assumed dominant gives

more torque than the left wheel motor.

The vehicle will rotate until the desired direction is obtained while it translates
to the target point (x, ,y, ). When the direction angle 6 of the vehicle reaches the

vicinity of the direction angle reference 6_,, the vehicle will move to the target point

ref 2
(x,,,,Y.,) only with translational motion. When the vehicle comes to the vicinity of
the target point (x, .y, ), the point is replaced by the next target point. This

procedure is repeated till the vehicle reaches the last target point n.
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6.5. Simulation of the System

In the simulation of a three-wheeled differentially steered mobile robot, the
state space equations which are obtained in 6.3 are solved by using the Runge Kutta-
IV numerical integration method. The simulation program is written in the own
language of MATLAB 4.0. Changes in state space variables and the motion on x-y
plane according to simulation time are shown in plotted diagrams obtained from
MATLAB 4.0 graphic display. The flowchart and the text of the simulation program
are given in Appendix A and Appendix B, respectively.

The mobile robot’s main characteristics employed for simulation are:

M= 40kg ; L=4kgm® ; L=0.8m g r=0.06m

and the following adjusted gain values are used for simulations:

K, = 200.0 : K, =0.03
v v

K, = 190.0 ; K, =280

While adjusting the gains of PI controller, the following effects have been observed:

1. The steady-state error are reduced by increasing the value of the gain K, .

Increasing this value causes the system response to be more oscillatory. Since the

value of the gain K, can not be increased too much, it is desirable to modify the

proportional controller to a proportional-plus-integral controller.
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2. When the integral control action is added to the controller, then as long as there is
an error signal, a torque is developed by the controller to reduce the steady-state

€ITor.

In the same manner while adjusting the gains of PD controller, the following effects

have been observed:

1. Derivative control action, when added to a proportional controller, provides a
means of obtaining a controller with high sensitivity. It anticipates the actuating
error, initiates an early corrective action, and tends to increase the stability of the

system.

2. Derivative control adds damping to the system and thus permits the use of a larger

value of the gain K, which will result in an improvement in the steady-state

accuracy.

In the first simulation, the mobile robot moves towards only one target point
which is (1,1). As it is seen from the Fig. 6.5, the vehicle’s initial position is (0,0)
and its initial orientation is given equal to the direction angle reference, and the
velocity reference is defined as trapezoidal shape. The errors on the state variables are
less than 0.001 ( with in the units m/sec, rad , and rad/sec for V, 8, © respectively ).
The vehicle comes to the vicinity of the target point (1,1) with an error which is less
than 0.007. This position error is expected because in order to reach the target point,

velocity control has been applied.

In the second simulation, as it is seen from Fig. 6.6, the mobile robot moves
towards the same target point and the vehicle’s initial position is (0,0), but this time,
the vehicle’s initial orientation is given zero, namely initial pose of the vehicle is
(0,0,0). The direction angle reference is generated according to the angle between the
actual location of the vehicle and the target point where the vehicle heads for. The
velocity reference is defined as trapezoidal shape. The errors on the state variables are

less than 0.001. The vehicle comes to the vicinity of the target point (1,1) with an



156

error of 0.0082 which is a little bit bigger than the previous example. This is
expected because while the vehicle translates to the target point (1,1), it tries to turn

its direction O to the direction angle reference 0.

In the third simulation, as it is seen from Fig. 6.7, the mobile robot moves
towards five target points which generates a y=x* parabolic function. The vehicle’s
initial pose is (0,0,0). The direction angle reference is generated continuously
according to the angle between the actual location of the vehicle and the target point
where the vehicle heads for in each unit time AT. The velocity reference is defined
as trapezoidal shape and generated in each unit time AT according to the distance
where vehicle heads for. The errors on the state variables are less than 0.001. The
vehicle does not stop at the transient target points, it stops when it comes to the

vicinity of the last target point (5,25) with an error less than 0.01 which is acceptable.

In the fourth and the last simulation, the aim is to show an important feature
of differential steering. To allow the robot to turn in even tighter quarters, one front
wheel is driven forward and the other is in reverse. The vehicle would then turn
around the center point between these two front wheels. As it is seen from Fig. 6.8,
the vehicle only rotates in order to reach direction angle reference and does not
translate. The actual velocity of the vehicle is zero and the vehicle stays in its own

position (0,0). The steady state error is less than 0.001.
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RESULTS

As a result, there are a large variety of mobile robot applications in which a
robot will operate in large and unstructured domains, for example, delivering parts in
a large factory from an automated warehouse to an automated workcell, fire fighting,
demolishing structures, cleaning industrial waste sites, maintaining nuclear plants,
inspecting and repairing underwater structures, assembling structures in outer space,
cleaning windows and aiding the handicapped. Mobile robots operating in such large,
unstructured domains must be able to cope with significant uncertainty in the position
and identify the objects. In fact, the uncertainty is such that one of the most
challenging activities for a mobile robot is simply going from point S to point G, a
relatively trivial activity for an industrial manipulator. As if in compensation for
having to cope with more uncertain environments, it is not expected for a mobile
robot to follow paths or to reach destinations at the same level of precision that is

expected from an industrial manipulator.

Most desirable type of mobile robot is completely autonomous. As a class of
robotic system, autonomous mobile robots constitute one of the important steps in the
evolution of robotic intelligence and structure. The autonomous mobile robot should
be able to formulate and generate explicit action plans using an implicit goal or
mission description as input. It should be able to execute and supervise explicit action
plans independently and understand its world and to derive coherences with the
current action. Communication and interaction with its world is an important factor.
It should be capable to react to unforeseen events or situations and to learn for skill

acquisition or internal model building.

In the design of mobile robots, the form of locomotion utilized by the robot
must first carefully selected. As this selection of the type of locomotion is crucial to

the performance of the robot, poor selection can make success in the design of the
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mobile robot near to impossible. In theory, the choice depends upon trade-offs in
power requirements, costs, desired locomotion characteristics, and the surfaces which
the robot must transverse. In practice, however, the choice is usually wheels. Because
there are several engineering problems remain unsolved in legged mobile robots.
Wheels perform well if the terrain is level or has only a limited slope, is reasonably
smooth and good traction . Otherwise tracks can be used, they are well suited for
outdoor, off-road applications. Legged mobile robots are difficult to design, the
computations required for leg control and balance are numerous and difficult and their
power drain is so large that these robots are currently seen as only experimental
models in the university or R&D Laboratories. But the legged locomotion has special
characteristics such as the greatest capability of going over most types of terrain and
climbing stairs. A smooth ride can be achieved on rough ground; a leg does not like a
wheel, waste power by always having to climb out of a rut of its own making and is
less susceptible to digging deeper and deeper until the vehicle stops and feet may do
less damage to the ground than tracks or wheels. The articulated body mobile robot
can pass over uneven terrain and narrow paths by actively adapting its long trunk to

the ground topography.

The actual design of the navigation systems obviously depends upon accuracy
requirements, mission environments, usage time, reaction time, reliability, cost and
many other factors. Odometry is simple and inexpensive, however, this method
always shows a steadily increasing error due to wheel slippage and tyre elasticity.
Surface roughness and undulations may cause the distance to be overestimated, wheel
slippage can cause the distance to be underestimated. Therefore the mobile robot
needs to call at intervals at known locations at which the navigation system can be
reset. The inertial navigation sensors although currently expensive are expected to
decline in price, while performance is expected to improve steadily, especially for ring
laser gyros. In the future applications, it can be expected conventional inertial
guidance sensors to be increasingly used. Vision and direct imaging systems provide
information that is difficult to obtain in other ways. Although a few vision systems
have been available for about ten years, they have not been used because of their
limited capabilities and high cost. However vision systems as mobile robot navigation

systems are now used more and more frequently because of the development in real-
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time vision systems and decreasing prices. The main disadvantage of vision and direct
imaging systems is that they require complex and time consuming analysis and
computations which restrict the velocity of the mobile robot. Compared to vision
systems, ultrasonic systems are less expensive, faster, but they have some
shortcomings. Their poor directionality limits the accuracy in determining spatial
position of an edge to 10-50cm, depending on the distance to the obstacle and the
angle between the obstacle surface and the acoustic axis. Frequent misreadings are
caused by either ultrasonic noise from external sources or stray reflections from
neighboring sensor. Specular reflections occur when the angle between the wavefront
and the normal to a smooth surface is too large. In this case, the surface reflects the
incoming ultrasound waves away from the sensor. The beacons which are used in
triangulation can be infrared, ultrasonic, laser, or even bar-codes placed at strategic
positions. Although very accurate, the beacons which are used in triangulation
method have a few problems. Several must be placed wherever the robot may wish to
go, thus increasing total system cost. Triangulation method also requires real-time
performance. An another disadvantage is that it requires unobstructed line-of-sight
which is not always possible. Environment dependent sensory driven navigation
(multisensory navigation) is at present the key issue in mobile robots research and this
is still more the case when real world applications are concerned. Generally, most
researchers have used dead reckoning method coupled with periodic calibration using
one of the given methods for navigation of mobile robots. Although this approach
seems to be quite effective, more needs to be done to develop a reliable and accurate
navigation system for real world implementations. The state-of-the-art of navigation
system technology today is still at an infancy stage. In order to have widespread
application in the future, sensory capabilities required would include :

1. Development of adequate mechanisms for sensor interpretation.

2. Generation of world models from sensory information, leading to robust and useful
representations for robotic spatial-reasoning tasks.

3. Integration of multiple sensory-information sources, provided either by similar or
by qualitatively different sensors, into a uniform and coherent description of the

robot’s environment,
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In path planning, it is assumed that the surfaces of the moving object and of
the obstacles are algebraic. Because full information is assumed, the whole operation
of path planning is a one-time, off-line operation. The main difficulty is not in
proving that an algorithm that would guarantee a solution exists, but in obtaining a
computationally efficient scheme. Conceptually, cases of arbitrary complexity can be
considered, given the fact that a solution is always feasible. The advantage of dealing
with complete information is that any optimization criteria such as the shortest path or
the minimum-time path or the safest path can be easily introduced. In path planning
with complete information approach, some approximations are made in the
algorithms. A slight change in the specified accuracy of the approximation can cause
a dramatic change in the approximated surfaces and eventually in the generated paths.
During the past years, Potential Field Methods for obstacle avoidance have gained
increased attention from researchers in the field of robotics and mobile robots. One of
the reason for the popularity of this method is its simplicity and elegance. It can be
implemented quickly and initially provide acceptable results without require
refinements. Also, no expensive precomputation as for C-space or Voronoi diagram
is necessary. A smooth path is automatically created. As this approach uses only
local information which could be obtained by sensors, it is fast enough to run in real-
time. However the problem with this strictly local method is that the planner might

get stuck in a local minimum and would not reach the final configuration.

The control structure of an autonomous mobile robot should be
programmable, autonomous, robust, reactive and adaptive. There are essentially two
forms of control architecture in use or in development at the present time. Firstly,
there is the Functional Decomposition in which the mobile robot is considered as a
group of processes, known as agents, each carrying out a specific function. The
structure of Cognitive Controller is being decomposed into the three levels of control:
Planner, Navigator and Pilot. It has a strictly hierarchical architecture and the higher
the level of hierarchy the more is the time lag between the motion control determined
and actually executed. The Distributed Control Architecture embodies a hierarchical
model of distributed computation. This shows the decision-making model. Control

decisions are, whenever possible, made locally in the module which is confronted with
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a problem. Otherwise, the problem or data is broadcast recursively to the next higher
level of decision making. Another result from this control structure is that commands
and data can exist within the system at several levels of abstraction. At each level ,
only the necessary degree of detail is present. Higher levels are able to deal with the
same information in a more abstract form and do not become cluttered with
unnecessary details. The system is loosely coupled since the rate of communication
between modules, especially beyond the motor and sensor subsystem levels, is
relatively small. This results from the use of asynchronous processes and the
Blackboard. Such an approach lead to higher performance and better adaptability to
dynamically changing conditions. Hilare Control Architecture has a fixed hierarchical
structure capable to general planning and execution monitoring. There are resources
for routing, navigation, sensors, which are used to produce a linear plan and control
its execution. The controller is organized by a rule-based system and control structure
uses the concept of brocess to achieve a controlled reactivity through the use of
surveillance monitors providing a flexible control of these processes. It has reactivity

and error recovery capacities.

The second control structure is the Behavioral Decomposition which considers
the mobile robot to be composed of levels of behavior such as avoid the obstacles,
wander around, explore the environment, etc. The Layered Control Structure which
is an application of Behavioral Decomposition decomposes the control system into a
set of loosely coupled task achieving behaviors. Each behavior is a complete control
system going from sensory inputs to motor outputs. Once a behavior is debugged, it
is no more changed. Sophisticated control systems can be build around it because its
simple, extensible arbitration scheme. Both functional and behavioral control
decompositions have their advantages and disadvantages. = The behavioral
decomposition and state transition layer are essential in the design of the control
strategy, whereas the functional or hierarchical decomposition is important in the

physical realization.

Although there has been significant amount of work on the control of robot

manipulators, there has been little theory on the control of autonomous mobile robots,
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presumably because of the newness of the field. The PTP method is used to control
the vehicle to follow transient target points. For the PTP motion control of the
vehicle, there are two degrees of freedom to control, that is, direction angle and the
velocity of the vehicle. For direction angle (orientation) control of the vehicle, PD
controller and for linear velocity control of the vehicle, PI controller are used.
Between two consecutive target points, (i) and (i+1), the vehicle rotates until the
desired direction is obtained while it translates to the (i+1) target point. When the
direction angle 0 of the vehicle reaches the vicinity of the direction angle reference
0., the vehicle moves to the target point (i+1) only with translational motion. When
the vehicle comes to the vicinity of the target point (i+1), the point is replaced by the
next coming target point. This procedure is repeated till the vehicle reaches the last
target point n. According to the results of simulations, the control algorithm enables
the vehicle to reach target points given in a different trajectories with an acceptable
position error. This error is expected because in the control algorithm instead of
position control, velocity control has been applied. Between two consecutive target
points, the vehicle decides its speed according to the distance which will move. Two
kinds of motion are applied simultaneously, namely rotational and translational
motions. The control strategy could be also designed to perform only two distinct
kinds of motion: straight-line motion, where both motors are running at the same
speed and in the same direction, and rotation about the vehicle’s center point, where
both motors are running at the same speed but in opposite directions. This kind of
control strategy is relatively simple, but distinct kinds of motion is not desirable when
time and continuos motion are considered. At the last simulation in order to show the
feature of differentially steered vehicle, the vehicle does not translate only rotates
around its center point. The vehicle can turn in even tighter quarters for that reason,
differentially steered three-wheeled mobile robots are very popular in in-door
applications. In this study PTP method has been applied, in the next projects
continuous path (CP) algorithms can be searched. The CP method would be more
smoother and it would be easier to change the traveling course during real time
applications. In PTP method, it is necessary to generate the series of transient target

points.
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APPENDIX B SIMULATION PROGRAM

% Generating the target points subroutine (nodes.m)

xkonum(1)=0.0; ykonum(1)=0.0;
xkonum(2)=1.0; ykonum(2)=1.0;
xkonum(3)=2.0; ykonum(3)=4.0;
xkonum(4)=3.0; ykonum(4)=9.0;
xkonum(5)=4.0; ykonum(5)=16.0;
xkonum(6)=5.0; ykonum(6)=25.0;

nodenum=5;

% System parameters subroutine
M=40; r=0.06; Iv=4; Iw=0.8;
k1=4.042e-1; k2=4.8e-3; Bw=0.01;
A=(M*r+2*Iw/r+2*Im*n"2/r);
B=(2*k2*n"2/r+2*Bw/r+2*bm*n”2/r);
C=k1*n;
D=(2*Iv*r/L+HIw*L/r+Im*n"2*L/r);
E=(k2*L*n"2/r+Bw*L/r+bm*n"2/r);
F=k1*n;

% Simulation parameters subroutine
h=0.01; dt=h; t0=0.; tlim=0.99;
tolorient=0.001; tolspeed=0.001;

k=1 =1

% Initial conditions subroutine

(sysparam.m)
Im=0.0002; n=20; L=0.8;

bm=0.0001;

(simparam.m)

nstep=((tlim-t0)/h)+1;

(initcond.m)

x(1)=0.0; x(2)=0.0; x(3)=0.0*pi/180;

Yevelocity %thetadot ~ %theta
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x1(1=x(1); x2(1)=x(2); x3(1)=x(3);
vx(1)=0.0;  vy(1)=0.0;

wr(1)=0.0;  wl(1)=0.0;

xk(1)=0.0;  yk(1)=0.0;

status=1;

xk(1)=xkonum(j);  yk(1)=ykonum(j);

Ul=0; U2=0;

SigmaSpeedErr=0;

vref=0;

z=vref,

% Control parameters subroutine (cntparam.m)
Kpvelo=200.0; Kivelo=0.03 ;

Kporient=190.0; Kvorient=28.0;

% Calculate reference max velocity subroutine (calcmvref.m)
vrefl=direction*(deslength)/(tlim-t0);

% Generate reference velocity subroutine (refvelo.m)

if k<=((j-1)*nstep+(nstep/10))

vref=vref+(vrefl-z)/(nstep/10);

end

if k>((-1)*nstep+(nstep/10)) & k<=(j*nstep-(nstep/10))

vref=vrefl;

end
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if ==nodenum
if k>(j*nstep-(nstep/10))

vref=vref-(vref1-0)/(nstep/10);

if abs(vref)> abs(vrefl)
vref=0.0;
end
end
else
if k>(j*nstep~(nstep/10))
vref=vrefl;
end
end
a(k)=vref,
% Generate reference orientation subroutine (desorien.m)

if abs(xk)<abs(xref) & abs(yk)<abs(yref)

desorient(k)=atan2((yref-yk(k-1)),(xref-xk(k-1)));

else
desorient(k)=desorient(k-1);

end

bil(k)=desorient(k);
if desorient(k)<0 & desorient(k)>-pi
bil(k)=desorient(k)+pi;

end
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% Calculate orientation error subroutine (calcdifo.m)

fullpi=2*pi;

al=x(3) / fullp;
bl=(al-fix(al))*fullpi;
a2=desorient(k) / fullpi;
b2=(a2-fix(a2))*fullpi;
c(k)=b1;
diforient=b2-b1;
erteta(k)=diforient;

% Find direction and pole subroutine (direpole.m)

if cos(diforient)>0
direction=1;
else
direction=-1;
end
if tan(diforient)>0
pole=1;
else
pole=-1;
end

% PI Velocity controller subroutine (velocont.m)

ev(k)=vref-x(1);
DeltaUl=Kpvelo * (ev(k)-ev(k-1)) + Kivelo * (ev(k)+ev(k-1))/(2*h);
U1=U1 + DeltaUl1;

% PD Orientation controller subroutine (oriecont.m)

if abs(diforient)>(p1/2)
diforient=abs(abs(diforient)-pi);
end

U2=Kporient*abs(diforient) - pole*Kvorient*x(2);

% System model subroutine (system.m)

dx(1)=-(B/A)*x(1)+(C/A)*((ur+ul));
dx(2)=-(E/D)*x(2)+(F/D)*((ur-uD));
dx(3)=x(2);
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% Runge Kutta-IV method subroutine (runge4.m)

for i=1:3
b()=x(D);
end

system,

fori=1:3
pl()=h*dx(i);
x(1)=b(()+0.5*p1(i);
end

system,;
for i=1:3
p2()=h*dx(1);

x(1)=b(@i)+0.5*p2(i);
end

system;

for i=1:3
p3(@=h*dx(1);
x(D)=b@+p3();
end

system;
fori=1:3
pA(1)=h*dx(i);
x(i)=bD)+(p1(i)+2.0*p2(i)+2.0*p3 (i) +p4(i))/6.0;
end
end
% Calculate the actual position of the mobile robot subroutine (calcul.m)

x1(=x(1); x2(k)=x(2); x3(k)}=();

vx(k)=x1(k)*cos(x3(k));
vy(k)y=x1(k)*sin(x3(k));

xk(k)=xk(k-1)+(dt/2.0)*(vx(k)+vx(k-1));
yk(k)=yk(k-1)+(dt/2.0)*(vy(k)+vy(k-1));



% Plotting the graphics subroutine

figure(1)

subplot(221)

plot(t,a,t,x1)

title(Linear velocity (R&A)");
xlabel('t, (sec))

ylabel('Vref & V, (m/sec)’)

subplot(222)

plot(t,wreft,x2)

title( Angular velocity (R&A)');
xlabel('t, (sec))

ylabel('wref & thetadot, (rad/sec))

subplot(223)

plot(t,bil,t,x3)
title(‘Orientation (R&A)');
xlabel('t, (sec))
ylabel('thetaref & theta, (rad)’)

subplot(224)
plot(xkonum,ykonum,xk,yk)
title(x-y plane (xrefyref) and (x.y));
xlabel('x, (m)’)

ylabel(y, (m))

figure(2)

subplot(221)
plot(t,signalr)
title(System input ur’);
xlabel('t, (sec))
ylabel('ur , (Nm)')

subplot(222)
plot(t,signall)
title('System input ul');
xlabel('t, (sec)’)
ylabel('ul, (Nm)")
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(graphic.m)
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% Main Program

clear

nodes; % Generate the target points
sysparam,; % System parameters
simparam,; % Simulation parameters
initcond, % Initial conditions

cntparam; % Control parameters

% Start of simulation loop (Outer loop)

for j=1:nodenum

% Updated reference values
xref=xkonum(j+1); yref=ykonum(j+1);

deslength=sqrt((xref-xk(k)) 2+(yref-yk(k))"2);

desorient(k)=atan2((yref-yk(k)),(xref-xk(k)));

bil(k)=desorient(k);

if desorient(k)<0 & desorient(k)>-pi

bil(k)=desorient(k)+pi;

end
calcdifo; % Calculate orientation error
direpole; % Find direction and pole

calmvref, % Reference max. velocity calculation
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wref(k)=x2(1);

z=vref,

% Start of inner loop
ksim=k;

for ksim=k+1:nstep*j

k=ksim;

refvelo; % Generate reference velocity
desorien; % Generate reference orientation
wref(k)=x2(1);

calcdifo; % Calculate orientation error
direpole; % Find direction and pole

% Velocity & Orientation Controllers

if abs(x1(k-1)-vref)>tolspeed
velocont;

end

if abs(diforient)>tolorient
oriecont;

end

ur=Ul+pole*(U2/2);

ul=U1-pole*(U2/2);

signalr(k)=k1*ur;
signall(k)=k1*ul;



runge4;

calcul,
end
% Updated values

x1(k+1)=x1(k);
x2(k+1)=x2(k);
x3(k+1)=x3(k);
xk(k+1)=xk(k);
yk(k+1)=yk(k);
desorient(k+1)=desorient(k);
a(k+1)=a(k),
bil(k+1)=bil(k);
wref(k+1)=wref(k);
signalr(k+1)=signalr(k);
signall(k+1)=signali(k);

end

% Graphical display
xk=xk';

yk=yk,

t=0:dt:k*h;

graphic

end
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% Runge Kutta-IV method

% Calc. the position of the vehicle
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