ISTANBUL TECHNICAL UNIVERSITY * GRADUATE SCHOOL

EARTHQUAKE DAMAGE DETECTION WITH SATELLITE IMAGERY AND DEEP
LEARNING APPROACHES: A CASE STUDY OF THE FEBRUARY 2023,
KAHRAMANMARAS, TURKEY EARTHQUAKE SEQUENCE

M.Sc. THESIS

Fatma ELIK

Department of Communication Systems

Satellite Communication and Remote Sensing Programme

Thesis Advisor: Prof. Dr. Elif SERTEL

Istanbul Technical University

JULY 2023






ISTANBUL TECHNICAL UNIVERSITY * GRADUATE SCHOOL

EARTHQUAKE DAMAGE DETECTION WITH SATELLITE IMAGERY AND
DEEP LEARNING APPROACHES: A CASE STUDY OF THE FEBRUARY
2023, KAHRAMANMARAS, TURKEY EARTHQUAKE SEQUENCE

M.Sc. THESIS
Fatma ELIK

(705201004)

Department of Communication Systems

Satellite Communication and Remote Sensing Programme

Thesis Advisor: Prof. Dr. Elif SERTEL

Istanbul Technical University

JULY 2023






ISTANBUL TEKNIK UNIiVERSITESI * LISANSUSTU EGIiTiM ENSTITUSU

UYDU GORUNTULERI VE DERIN OGRENME YAKLASIMLARI iLE HASAR
TESPITI: 2023 SUBAT KAHRAMANMARAS, TURKIYE DEPREM
DiZiSINDEN BiR VAKA CALISMASI

YUKSEK LiSANS TEZIi
Fatma ELIK

(705201004)

Tez Damismani: Prof. Dr. Elif SERTEL

istanbul Teknik Universitesi

TEMMUZ 2023






Fatma ELIK, a M.Sc. student of ITU Graduate School student ID 705201004 successfully defended
the thesis entitled “EARTHQUAKE DAMAGE DETECTION WITH SATELLITE IMAGERY AND
DEEP LEARNING APPROACHES: A CASE STUDY OF THE FEBRUARY 2023
KAHRAMANMARAS, TURKEY, EARTHQUAKE SEQUENCE”, which she prepared after

fulfilling the requirements specified in the associated legislations, before the jury whose signatures are
below.

Thesis Advisor : Prof. Dr. Elif SERTEL .........ccooovvvvviii.

Istanbul Technical University

Jury Members : Prof. Dr. Tuncay TAYMAZ ........cccccoovevvinennen.

Istanbul Technical University

Jury Members: Dr. Tolga BAKIRMAN .........cccccoveiviiiiennenn,

Yildiz Technical University

Date of Submission : 26 July 2023
Date of Defense : 14 August 2023






Hayatimdaki en biiyiik destegim olan aileme ithaf ediyorum.

Vii






FOREWORD

Firstly, I would like to extend my sincere gratitude to my supervisor Prof. Dr. Elif SERTEL
and Esra AYDIN, for their unwavering support and guidance throughout my research.
Their expertise and encouragement have been invaluable to the completion of this thesis.

| am also deeply grateful to my family for their constant presence and unwavering support
throughout my higher education journey. Their love and encouragement have been
instrumental in my academic pursuits.

I would like to express my thanks to Can Unen for his essential guidance and assistance
during this research journey. Additionally, I am indebted to Yer Cizenler NGO for their
invaluable contribution in providing the data points used in this study.

It is important to acknowledge that this thesis has been made possible through the financial
support of The Scientific and Technological Research Council of Turkey (TUBITAK)
under the 2210-D National Industrial MSc/MA Scholarship Program.

July 2023

Fatma ELIK

Geophysical Engineer






Contents Page

FOREWORD......ci it IX
LIST OF FIGURES ... XV
TABLE OF LISTS ..o Xix

EARTHQUAKE DAMAGE DETECTION WITH SATELLITE
IMAGERY AND DEEP LEARNING APPROACHES: A CASE STUDY
OF THE FEBRUARY 2023 KAHRAMANMARAS, TURKEY,
EARTHQUAKE SEQUENCE.........cccooieieeieieeeeeeenssessesssssenses s, XXi
UYDU GORUNTULERI VE DERIN OGRENME YAKLASIMLARI
iLE DEPREM HASAR TESPITi: 2023 SUBAT, KAHRAMANMARAS,

TURKIYE DEPREM DiZIiSINDEN BiR VAKA CALISMASI .......... xxiii
1. INTRODUCTION ..ot 1
1.1 PUrpose Of ThESIS ....cccvciiiiiiii e 1
1.2 Literature REVIEW.......ccociiieiiie et 3

2. STUDY AREA AND DATA ..ottt 9
2.1  Sehitkamil District, Gaziantep Province ............cccocevveivriervenenn 15
2.2  EKinozii District, Kahramanmaras Province..........cccoovevvveeeivenene 20
2.3 Antakya District, Hatay Province .........ccccooviiinenciininiscee, 25
2.4 DALA ...eieeie e 29
2.4.1  Satellite IMAGES. .....coviieeeieiiere e 29
2.4.2 DaAMAGE POINES....itiiiiiiieiieieiieite sttt 30
2.4.3 Building fOOtPrints ......c.ccooeiviiiiiicie e 33

3. METHODOLOGY ...ooootiiiiiiiiieiieieie ettt 41
3.1  Deep Neural Networks (DNN)......ccccoeiimimienireiereesesee e, 41
.11 UNBL e 41
3.1.2 DeeplabV3 ... 42
3.1.3 Pyramid Scene Parsing Network (PSNET) ........ccccocvviriiiiiniiennn, 44

3.2 SOTEWAIE ..ot 46
3.2.1 Arcgis Pro and software libraries...........ccooeveiiiiinininicien, 46
3.2.2 Preparation of the training data...........cccccevereiiieniniiiieen, 47
3.2.3  EXpOrt training data..........cccooerereiinienieeieee e 68
324 TTAINING .ttt bbb 72

4. RESULTS AND DISCUSSION .....ccoiiiiiiiiieinie e 77
4.1 INTEIENCE....eiiiie e s 77
4.2  Implementation detailS...........ccocooiiiiiiiiiii e, 80
4.3 EValuation METICS ......coveiveiiiiiieiie s 80
4.3.1 Precision and recall ..........cccocovviieiieiie i 81
A.3.2 FLSCOME .ttt ettt sttt e e nree s 81
4.3.3 Mean INtersection OVEr UNION.........cccevireeiierienie e sieseseeeeeas 82

A4 RESUIS ..ottt s 82

4.4.1 Experiment-1: Unet architecture for Kahramanmaras province 83
4.4.2 Experiment-2: DeepLabV3 architecture for Kahramanmaras

O] 01V Lot OSSR 86
4.4.3 Experiment-3: PSPNet architecture for Kahramanmaras
O1 01V Lot OSSR 95

Xi



4.4.4 Experiment-4: Kahramanmaras experiment for 128x128 chip size

99
4.4.5 Experiment-5: Hatay experiment for 256x256 chip size.......... 101
4.5 DISCUSSION ...oeiviiiiiiiitiiti sttt 104
5. CONCLUSION. ..ottt 107
REFERENCES ... 109
APPENDIX ...ttt 117
CURRICULUM VITAE ..o 135

xii



ABBREVIATIONS

ANN : Artificial Neural Network

AFAD: the Disaster and Emergency Management Presidency
ASPP : Atrous Spatial Pyramid Pooling

CNN : Convolutional Neural Network

CV: Computer Vision

DL:Deep Learning

DMS: Disaster Management Systems

DNN : Deep Neural Network

DRP: Disaster Response Program

EAF: East Anatolian Fault

EO : Earth Observation

FCN : Fully Convolutional Network

HOTOSM: Humanitarian OpenStreetMap Team

loU : Intersection over Union

KOERI :Kandilli Observatory And Earthquake Research Institute
mloU:Mean Intersection of Union

ML : Machine Learning

MLP :Multi-Layer Perceptron

NGO: Non-Governmental Organizations

PGA :Peak Ground Acceleration

PSPNet: Pyramid Scene Parsing Network

RF: Random Forest

ReLU : Rectified Linear Unit

RGB : Red Green Blue

RS : Remote Sensing

SAR: Synthetic Aperture Rad

SVM: Support Vector Machine

VHR: Very High-Resolution

VS30: The time-averaged shear-wave velocity (VS) to a depth of 30 meters
UAV: Unmanned aerial vehicle

Xiii






LIST OF FIGURES

Figure 2. 1. Kahramanmaras epicentered earthquakes (Kandilli Observatory and

Earthquake Research INStitute, 2023)........cccciueiierieiieiieie e 10
Figure 2. 2. The research area is depicted on a map (Goldberg et al., 2023a)............. 10
Figure 2. 3. The research area is depicted on a map (Goldberg et al., 2023a)............. 12

Figure 2. 4. Location map of Sofalaca neighborhood-Sehitkamil district -Gaziantep
province (Mw=7.7) earthquake (Kandilli Observatory and Earthquake Research

INSTITULE, 2023).. i et e e e sb et e et e e e te e nreeenes 16
Figure 2. 5. February 6 2023, 04:17 Location map of Sehitkamil-Gaziantep earthquake
given by different centers (KRDAE, 2023).......cccoiiiiniriieiieieeeseese e 17
Figure 2. 6. Gaziantep assessed damaged points on Maxar images. ...........ccccevvenenne. 18
Figure 2. 7. Sehitkamil District, Gaziantep Province. ...........cccoceveveivienieninninnieennn. 19
Figure 2. 8. Location Map of the Ekinézii-Kahramanmaras (Mw=7.6) Earthquake
(Kandilli Observatory and Earthquake Research Institute, 2023)..........ccccccvvvvevvennnne. 20
Figure 2. 9. February 6 2023, 13:24 Location information of Ekindzii-Kahramanmarag
earthquake given by different seismology centers (KRDAE, 2023). ........c.cccovvevenenne. 21
Figure 2. 10. Kahramanmaras assessed damaged points over Maxar imagery. .......... 22
Figure 2. 11. Pazarcik District, Kahramanmarag Province...........ccccoeeveninvninnininenne. 23
Figure 2. 12. Kahramanmaras with Area of Interest.........ccccvvvvevveviiieciicne e 24

Figure 2. 13. Primal solution location of the Biiyiik¢at-Samandag-Hatay (MI=6.4)
earthquake Earthquake (Kandilli Observatory and Earthquake Research Institute, 2023).
...................................................................................................................................... 25

Figure 2. 14. Biiyiikgat-Samandag-Hatay (ML=6.4) location information given by
different seismology centers Earthquake (Kandilli Observatory and Earthquake

Research INStitute, 2023). ......ccviiieie et 26
Figure 2. 15. Hatay, Antakya city centre with assessed damage points. ............c........ 27
Figure 2. 16. Antakya District, Hatay ProvinCe...........ccccoveviivieiieie s 28
Figure 2. 17. Before and after the Kahramanmaras earthquake (Stadiums Become
Shelters: Satellite Pics Show Turkey Earthquake Damage, 2023)........cccccceevevvvennnne. 29
Figure 2. 18. Assessed four scaled damage points for Kahramanmaras earthquakes (Url-
2 ) PSSR PSPPSRI 31
Figure 2. 19. Four scaled damaged POINTS. ........cccoveriererineninieiese e 32
Figure 2. 20. Damage point taken from (Url-25)........c.cccoo i 32
Figure 2. 21. Recent info building intensity of HOTOSM (HOT Export Tool, 2023).
...................................................................................................................................... 33
Figure 2. 22. The custom area we extracted building shapefiles from (HOT Export Tool,
2023). ettt ettt Rt Re Rt Rt et et e be e teeteereeteeneeneenes 33
Figure 2. 23. All building polygons and buildings with damage assessment overlaid on
the SAtEIItE IMAQE. ...eeiieeiie it srre s 34

XV



Figure 2. 24. Buildings with damage assessment based on post-earthquake images do

NOT MALCH NI, ..ottt r e ae e 35
Figure 2. 25. Building footprints and damage data points close up..........cccccvevvevennen. 36
Figure 2. 26. Results of intersection match option. ...........c.ccooeveieniieninineceee 36
Figure 2. 27. Building footprints (green polygons) and damage data points (red points).
...................................................................................................................................... 38
Figure 2. 28. Antakya City Center building footprints, damage points and, close up
0 [=] 0 T Y = U1 o o PRSPPSO 39

Figure 3. 1. Deep Learning approach in ArcGIS Pro ("How U-Net Works," n.d.)....41

Figure 3. 2. Unet Architecture ("How U-Net Works," n.d.). .....cccoccovviiininninnnninnnn, 42
Figure 3. 3. DeepLabV3 Model ("How DeepLabV3 Works," n.d.). ......c.ccccevevviienenn 43
Figure 3. 4. DCNN without Atrous Convolution & with Atrous Convolution ("How
PSPNEt WOIKS," N.0L). coeiieiiieie sttt sre et 43
Figure 3. 5. PSPNet Architecture ("How PSPNet Works,” n.d.). .....cccooevvnvinnnnnnnnn. 45
Figure 3. 6. Skip connections from encoder to U-Net like decoder ("How PSPNet
LAY TR o ) TSR 45
Figure 3. 7. Arcgis Pro Python API ("Overview of the ArcGIS API for Python," n.d.).
...................................................................................................................................... 46
Figure 3. 8. Deep Learning Approach in ArcGIS Pro. .......cccccevevieiveieiiieceeie e, 47
Figure 3. 9. Merge explanation in attributes ("An Overview of Attribute Domains”,
10 1 TR OSSPSR 48
Figure 3. 10. Coded Value Domains (“Add Coded Value To Domain”, n.d.). ........... 49
Figure 3. 11. SQL query for attribute management (“Add Coded Value To Domain”,
£ 1 TSRS U PO U URPRORPPRPRIN 49
Figure 3. 12. Results of attribute calculations..............ccccccovveiiiie i, 51
Figure 3. 13. Damaged data points received from Yer Cizenler NGO............cccoeueee. 52
Figure 3. 14. Heavily Damaged data points received from Yer Cizenler NGO.. ......... 52
Figure 3. 15. Slightly Damaged data points received from Yer Cizenler NGO. ......... 53
Figure 3. 16. Demolished data points received from Yer Cizenler NGO.................... 53
Figure 3. 17. Four scales of damage points are merged...........cccevererenenenienenennenns 54
Figure 3. 18. Damage points and building footprints in Hatay, Antakya district. ....... 55
Figure 3. 19. Choosing the optimum imagery out of the options was crucial. ............ 56
Figure 3. 20. Intersect option causes information 10SS...........ccccccveviiiiic e, 57
Figure 3. 21. Data loss due to intersection match (before and after selection)............ 58
Figure 3. 22. An example of the best match of the building footprints in Hatay. ....... 59

Figure 3. 23. Kahramanmaras and Gaziantep province footprint match demonstration,
TESPECLIVRIY. ..o e 60

XVi



Figure 3. 24. Blue polygons are chosen to move and displaced. ............cccccocvevvennne. 61

Figure 3. 25. Damage level Distribution by earthquake affected cities...................... 62
Figure 3. 26. Number of damaged buildings per City. ......ccccceveviveviniciieeie e 63
Figure 3. 27. Damage Distribution intotal. ..., 64
Figure 3. 28. Green: all the footprints, orange: within 10m and yellow: within 5m
(01153 7= o USRS 64
Figure 3. 29. Demonstration of the building footprints in detail (all of them, within 10m
AN SIM TESPECTIVEIY). ...t 65
Figure 3. 30. Area of Interest (AOI) for Hatay Province. ........c.cccooevvveiiveveiecivesnene 66
Figure 3. 31. Area of Interest (AOI) for Kahramanmarag Province. ............c.ccccvevnee. 66
Figure 3. 32. Area of Interest (AOI) for Gaziantep Province. ..........cocoevveveieevvenene. 67
Figure 3. 33. Before and after clipping the raster. ...........ccocvviiiieieicineee, 68
Figure 3. 34. Export Training Data for Deep LearningTool (Abd-Elrahman,et.al., 2021).
...................................................................................................................................... 68
Figure 3. 35. Image and masks tiles created in training dataset. ............ccccccovevvennne. 69
Figure 3. 36. Training data statistics after eXporting. .........cccccevvrereniieninisiceeen 69
Figure 3. 37. 256x256 tile sized image batches after all augmentations labeling for
Kahramarag satellite IMage...........ooviieriiiieiieiise e 70
Figure 3. 38. Outputs of the Export Training Data tool (Abd-Elrahman,et.al., 2021). 71
Figure 3. 39. arcgis.learn is a powerful module (Singh, 2021).........cccoceviniiiiiivninenn. 74
Figure 3. 40. arcgis.learn module methods and models..............ccccoeeviiiiciiic e 74
Figure 3. 41. Outputs of the Train Deep Learming model Tool............cc.coovvviiinnne. 75
Figure 3. 42. Results of Classify Pixels Using Deep Learning Tool in Antakya District.
...................................................................................................................................... 78
Figure 3. 43. a) Red areas: predicted damaged areas, orange: heavily damaged, yellow:
Slightly damaged Areas. .......cc.ooeiuiiiriiiiiieee e 79
Figure 4. 1. Loss functions of the Unet ResNet-34 Architecture. ..........c.ccocvovviennn. 84
Figure 4. 2. Experiment of Unet ResNet-34 Architecture for Pixel based classsification
...................................................................................................................................... 85
Figure 4. 3. Experiment of DeepLabV3 ResNet 34 Architecture for Pixel based
(0 B2 TS | =[] o SR 89
Figure 4. 4. Experiment of DeepLabV3 ResNet50 Architecture for Pixel based
(0 B2 TS | =[] o SR 90
Figure 4. 5. Experiment of DeepLabV3 RexNet50 Architecture for Pixel based
(0 B2 TS | =[] SR 91

Figure 4. 6. Experiment of DeepLabV3 DenseNet121 Architecture for Pixel based
(0 B2 TS | =[] o SR 92

XVii


file:///C:/Users/Pc/Desktop/A/FATMAELİK_THESIS_V16.docx%23_Toc146113534
file:///C:/Users/Pc/Desktop/A/FATMAELİK_THESIS_V16.docx%23_Toc146113538
file:///C:/Users/Pc/Desktop/A/FATMAELİK_THESIS_V16.docx%23_Toc146113538
file:///C:/Users/Pc/Desktop/A/FATMAELİK_THESIS_V16.docx%23_Toc146113542

Figure 4. 7. Loss functions of the DeepLabV3. ... 93

Figure 4. 8. Experimental results of the DeepLabV3 architecture. ...........cc.ccccvevenene. 94
Figure 4. 9. Experiment of PSPNet ResNet34 Architecture for Pixel based
ClASSSITICALION. ... ettt ettt sttt e re e beeneesneenreas 97
Figure 4. 10. Experiment of PSPNet ResNet50 Architecture for Pixel based
ClASSSITICALION. ... ettt be et et e sre e beenbesneenre s 98
Figure 4. 11. 128x128 image size with 64 stride image chips and statistics of the training
0 Fo U =] SR U RSP PSPRSR 99
Figure 4. 12. Ground truth and predictions for Unet ResNet34 Architecture............ 100
Figure 4. 13. Statistics of the Hatay dataset. ...........ccocooiiiiniiicii e 101
Figure 4. 14. Unet Resnet34 Architecture for Hatay dataset. .............ccccceeveeeivenenne. 102
Figure 4. 15. DeepLabV3 ResNet34 Architecture for Hatay dataset. .............ccccoe.... 103
Figure 4. 16. Kahramanmaras Earthquake Damage Assessment Map with QR of the
multiple linked dashbOArd. .............ccooiiiiii e 106

xviii



TABLE OF LISTS

Table 2. 1. Kinematics of the Kahramanmaras Earthquakes (Url-22)..............coc........ 11

Table 2. 2. Number of Total Buildings in Earthquake-Affected Provinces (Presidency
of The Republic of Turkey Presidency of Strategy and Budget, 2023). ...........ccce..... 13

Table 2. 3. The number of structures included in the structural damage estimation
(March 6, 2023) (Presidency of The Republic of Turkey Presidency of Strategy and

BUAQEL, 2023). ..ottt a e ra e nreenaenra s 14
Table 2. 4. Location and magnitude information of Sofalaca-Sehitkamil -Gaziantep
(Mw=7.7) earthquake given by different Centers. .........ccccceveveiii i 17
Table 2. 5. 06.02.2023 13:24 Location and magnitude information of Ekindzii-
Kahramanmaras earthquake given by different centers. ...........cccevvviiiiiienieiiic s, 21
Table 2. 6. Location and magnitude information of 20.02.2023 20:04 Samandag-Hatay
earthquake given by different CENTErS.........ccvoviiieiieii e 26
Table 2. 7. The parameters of the satellite images received from Maxar Technologies
FOr the STUAY AIEAS. .....ccveeveiiie ittt et re e re e reenae e 30
Table 3. 1. Parameters of the Export Training Data for Deep Learning Tool. ............ 73
Table 3. 2. Outputs after using of the Train Deep Learming model Tool. .................. 75
Table 3. 3. Parameters we used in our custom model...........ccocevvveniiiiininiiscee, 76
Table 4. 1. Experiment of Unet ResNet-34 Architecture for 256x256 sized image. ... 83

1.
Table 4. 2. Experiment of Unet ResNet-34 Architecture for 256x256 sized image. ... 83
Table 4. 3. Metrics results for the DeepLabV3 architecture with ResNet34 encoder. 86
Table 4. 4.
Table 4. 5. Metrics results for the DeepLabV3 architecture with ResNext50 encoder.

Metrics results for the DeepLabV3 architecture with ResNet50 encoder. 86

...................................................................................................................................... 87
Table 4. 6. Metrics results for the DeepLabV3 architecture with DenseNet121 encoder.
...................................................................................................................................... 87
Table 4. 7. Hyperparameters of the DeepLabV3 architecture. ...........cccccceoveveiiieennnnnn 88

Table 4. 8. Metrics results for the PSPNet architecture with ResNet34 encoder. ....... 95
Table 4. 9. Metrics results for the PSPNet architecture with ResNet50 encoder. ....... 95
Table 4. 10. Hyperparameters of the PSPNet architecture. ...........cccoccevevvieniveieiiinnnn, 96

XiX






EARTHQUAKE DAMAGE DETECTION WITH SATELLITE IMAGERY
AND DEEP LEARNING APPROACHES: A CASE STUDY OF THE
FEBRUARY 2023 KAHRAMANMARAS, TURKEY, EARTHQUAKE
SEQUENCE

SUMMARY

In recent years, the fusion of deep learning techniques, remote sensing technology, and
artificial intelligence (Al) has profoundly transformed the field of disaster management
and damage assessment. The increased availability of high-resolution satellite imagery
and advanced computer vision techniques now makes it possible to analyze Earth
observation data at a large scale and with unparalleled precision. This thesis investigates
the application of remote sensing and deep learning techniques to perform post-
earthquake damage classification using computer vision and focuses specifically on the
earthquakes that occurred on February 6th, with an emphasis on Kahramanmaras
province.

The objective of this thesis is to investigate the potential of a variety of deep learning
techniques, evaluate their accuracy in recognizing structurally compromised buildings,
and utilize satellite imagery in conjunction with diverse open-source spatial data to
enhance research on earthquakes. This master's thesis specifically delves into the
integration of remote sensing, computer vision, and earth observation methods within
the field of geophysics and earthquake studies. Thus, in this study it is aimed to
showcase the application of computer vision in the analysis of post-earthquake damage
and underscore the importance of rapid intervention in such critical situations. The thesis
places significant emphasis on the use of satellite imagery and pixel-based classification
for the classification of images in earthquake damage assessment.

The UNet, DeepLabV3, and PSPNet architectures are implemented using the ArcGIS
Pro API for Python, an innovative and supportive tool for scientific research. The
primary data source for the investigation is RGB images from Maxar Technologies. The
research examines three cities that were affected by the February 6, 2023,
Kahramanmaras earthquake sequences: Kahramanmaras, Hatay, and Gaziantep.

Damage-assessed data points are received thanks to Yer Cizenler Non-Governmental
Organization (NGO), and recently modified building footprints are taken from
Humanitarian OpenStreetMap (HOTOSM), and they are all used to analyze the damage.
Labeled polygons are generated within a 5-meter distance of the damage points.
However, assigning values for further and closer distances has a negative impact on the
model accuracy. The training data, exported based on the satellite imagery and damage
level assigned data points, provides a balanced dataset for Kahramanmaras, where the
building footprints match the images most effectively. In Hatay, the damage level
assigned data distribution is the most balanced, but the building footprints do not align
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well with the images. Gaziantep presents a good match between the building footprints
and images, but the distribution of the damaged data classes is highly imbalanced.
Consequently, the decision is made to focus on training the model for Kahramanmaras
province due to the similarity in roof and building types, which has the potential to adapt
the approach to other cities in the region as well as the earthquake-affected region under
investigation. Image sizes of 256x256 pixels with 128 strides and 4 batches gave us the
optimum model results among other options in the DeepLabV3 ResNet50 encoder.

In conclusion, this master's thesis demonstrates the potential of combining remote
sensing, computer vision, and earth observation techniques for geophysics and
earthquake studies. Also, it is aimed to use different data types from open sources and
use these different data types to make damage detection after earthquakes. The
utilization of the ArcGIS Pro Python API, satellite imagery, pixel based classsification,
and labeled training data provides insights into damage assessment after earthquakes,
with Kahramanmaras Province serving as the focal point for model training. The
findings contribute to the development of efficient and accurate disaster management
strategies and lay the foundation for further research in this field.
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UYDU GORUNTULERI VE DERIN OGRENME YAKLASIMLARI iLE
DEPREM HASAR TESPITI: 2023 SUBAT, KAHRAMANMARAS, TURKIYE
DEPREM DIiZISINDEN BIR VAKA CALISMASI

OZET

Son yillarda, derin 6grenme tekniklerinin, uzaktan algilama teknolojisinin ve yapay
zeka (Al) teknolojisinin birlesimi, afet yonetimi ve hasar tespiti alanini kdkten
degistirmistir. Yiiksek ¢ozlintirliikli uydu goriintiilerinin artan kullanilabilirligi ve
gelismis bilgisayarli gorii teknikleri ile yer gozlem verilerinin biiyiik Olgekte ve
benzersiz bir hassasiyetle incelenmesi artik miimkiin hale gelmistir. Bu tez, bilgisayarl
gorl kullanarak deprem sonrasi hasar siniflandirmasi yapmak i¢in uzaktan algilama ve
derin O6grenme tekniklerinin uygulanmasini incelemektedir ve ozellikle 6 Subat'ta
gerceklesen Kahramanmaras depremlerine odaklanmaktadir.

Bu tezin amaci, cesitli derin 6grenme tekniklerinin uygulanabilirligini aragtirmak,
yapisal olarak hasar gormiis binalar1 boliitleme ile degerlendirmek ve deprem
caligmalarini gelistirmek amactyla uydu goriintiileri ile ¢esitli agik kaynaklt mekansal
verileri birlestirmektir. Bu yiiksek lisans tezi, 6zellikle jeofizik ve deprem ¢alismalari
alaninda uzaktan algilama, bilgisayarli gorii ve yer gézlem tekniklerinin birlestirilmesini
ele almak, deprem sonrasi hasarin analizinde bilgisayarli goriiniin kullanimini
sergilemek ve bdylesine kritik anlarda hizli miidahalenin 6nemini vurgulamayi
amagclamaktir.

Bu tezde, afet hasar tespiti i¢in goriintiilerin siiflandirilmasinda uydu goriintiileri ve
piksel bazli smiflandirmanin kullanimi ana yontem olarak kullanilmakta ve bunun
onemi vurgulanmaktadir. UNet, DeepLabV3 ve PSPNet mimarileri, bilimsel
arastirmalar i¢in yenilik¢i ve destekleyici bir arag olan ArcGIS Pro Python API yazilimi
kullanilarak piksel tabanli siniflandirma araclart ile segmentasyon modelleri
tasarlamaktir. Bu modeller, depremler sonrasi toplanan uydu verilerinde hasar goren
bolgeleri verimli bir sekilde tespit edebilir ve ¢oziimlemenin hizin1 ve dogrulugunu
artirir. Bu yontem, hasar tespiti hizin1 ve dogrulugunu artirmakla kalmaz, ayn1 zamanda
yikimin cografi yayilimi ve siddeti hakkinda faydali bilgiler sunar. Arastirma igin
birincil veri kaynagi Maxar Technologies'den alinan RGB goriintiileridir. Arastirma, 6
Subat 2023 Kahramanmaras deprem dizilerinden etkilenen {i¢c sehir olan
Kahramanmarag, Hatay ve Gaziantep’i incelemektedir.

Hasar tespiti yapilan veri noktalar1 Yer Cizenler Sivil Toplum Kurulusu (STK)
sayesinde alinmis ve yakin zamanda gilincelenen bina ayak izleri Humanitarian
OpenStreetMap'ten (HOTOSM) alinmis ve hepsi hasar analizi i¢in kullanilmistir. Hasar
noktalarina 5 metre uzakliga kadar mesafede etiketli poligonlar olusturulmustur. Ancak,
daha uzak ve yakin mesafeler i¢in degerler atanmasi1 model dogrulugu iizerinde olumsuz
bir etki yaratmistir. Uydu goriintiileri ve hasar degeri atanan veri noktalar1 baz alinarak
olusturulan egitim verileri, bina ayak izlerinin goriintiilerle en etkili sekilde eslestigi
Kahramanmaras ili i¢in dengeli bir veri seti saglamistir. Hatay'da, hasar degeri atanan
veri dagilimi en dengeli oldugu halde, bina ayak izlerinin goriintiilerle iyi uyum
gostermedigi ve istenildigi gibi cakismadigi goriilmiistiir. Gaziantep, bina ayak izleri ve
gorilintiiler arasinda iyi bir eslesme sunmaktadir, ancak hasarli veri siniflarinin dagilimi
oldukca dengesizdir. Sonug olarak, arastirilan depremden etkilenen bolgedeki ¢at1 ve
bina tiplerindeki benzerlik nedeniyle modelin Kahramanmaras ili i¢in egitilmesine
odaklanilmasimma karar verilmis ve modelin bolgedeki diger sehirlere de
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uygulanabilecegi diisiiniilmiistiir. Goriintii boyutlarinin 256x256 piksel, 128 adim ve 4
y1gin (batch) olmasi, DeepLabV3 modeli ve ResNet50 kodlayict (encoder) ile diger
secenekler arasinda bize en uygun model sonuglarini vermistir.

Ayrica, kullanilan yazilim altyapis1 sayesinde, 6zellikle uzaktan algilama gorevleri i¢in
faydali olan ¢esitli gorsel temsil secenekleri sunulmustur. Kullanilan yazilim 2D ve 3D
goriintiiler gibi uzaktan algilama verilerini gorsellestirmek ve analiz etmek i¢in gelismis
araclar sunar. Bununla birlikte, ArcGIS Pro verilerin gorsellestirmeleri, grafikler gibi
cesitli gorsellestirmelerin cografi bilgi sistemi is akislarina entegrasyonunu destekleyen
bir yazilimdir. Veri gorsellestirmelerini dahil etmek, karmasik bilgileri ve modelleri
etkili bir sekilde iletebilme, daha iyi karar verme ve igbirligi yapma olanagi saglamistir.
Ayrica, uzaktan algilama verilerini farkli boyutlarda gorsellestirebilme yetenegi, derin
O0grenme sonuclarinin analizini ve yorumunu gelistirerek i¢gdrii ve kesifleri
kolaylastirmaktadir.

Ancak, ArcGIS Pro derin 6grenmeyi desteklese de, dncelikle derin 6grenme yapisina
0zel olarak olarak tasarlanmamistir. Bu nedenle, 6zellikle PyTorch veya TensorFlow
gibi uzman derin 6grenme altyapilart mevcut olan bircok karmasik yetenek ve
optimizasyonlar konusunda konusunda eksiklik tasimaktadir. Bu sinirlama, derin
o0grenme modelleri i¢in kullanilabilirlik ve Onceden egitilmis modeller gibi
ozellestirilme imkanini kisitlayabilir. Ayrica, en giincel gelistirilmis derin 6grenme
mimarileri ve tekniklerini desteklemeyebilir. Buna ek olarak, hesaplama ag¢isindan
yogun, derin 6grenme uygulamalari i¢in 6zellikle GPU gibi yiiksek teknoloji bilgisayar
kaynaklarma sahip olunmasi onem tasir. Aksi durumda, o6zellikle karmasik derin
O0grenme altyapilarina gore, yapilan islemler daha yavas egitim ve ¢ikarim siireleriyle
sonuglanabilir. Ayrica, ArcGIS ekosistemine bagimlilik, GIS ile ilgili olmayan
gelistiriciler i¢in dezavantaj olabilir, ¢linkii ek kurulum, eklentiler, ArcGIS araglari
(tool) ve kavramlar1 hakkinda ek bilgi gerektirebilir. Ornegin, baz1 veri tipleri (JSON,
vb.) ESRI yazilim sisteminde her aragta dogrudan desteklenmez, bu da ek olarak veri
onigleme adimlarimi gerektirebilir.

Bu ¢alismada, ArcGIS Pro yazilimmin biiyiik bir 6nemi bulunmaktadir. Ozellikle, bu
tez i¢in 0zel olarak tasarlanan verilerin kullanim1 agisindan ArcGIS Pro, ¢ok degerli bir
ara¢ saglamistir. Calismanin temel amaci, deprem sonrasi hasar tespiti i¢in yapay zeka
ve derin 6grenme tekniklerini kullanarak uydu goriintiilerini analiz etmek oldugu ig¢in,
bu amagla, veriler ti¢ farkli ilde, yani Kahramanmaras, Hatay ve Gaziantep'te topland.
Bu iller, 6 Subat tarihinde ger¢eklesen Kahramanmaras depremleri sonrasinda etkilenen
illerden bazilar1 olarak ¢alismamizda secilmistir.

Toplamda, Maxar Technologies’den elde edilen 6 farkli uydu goriintiisii kullanilmis ve
bu goriintiilerin analizi ArcGIS Pro iizerinde gerceklestirilmistir. ArcGIS Pro, bu
gorlntiilerin islenmesi, gorsellestirilmesi ve analiz edilmesi i¢in miikemmel bir
platform saglamistir. Verilerin bu sekilde bu tez icin 6zel olarak tasarlanmii ve farkli
avantaj ve dezavantaji olan 3 ayr1 veri seti olusturuldu. Olusturulan illerden degil de
goriintli boyutlarindan bahsederken, bu caligmak kapsaminda daha fazla veri seti
iiretmek ve deney yapmak zorunda oldugumuz sdylenebilir. Bu siirecte, arastirmamizda
mevcut olan ¢esitli toollar sayesinde ArcGIS Pro vazgegilmez bir arag olmus ve elde
edilen sonuglarin degerlendirilmesinde biiyiik bir rol oynamistir. Clinkii her ne kadar bu
caligmada farkl disiplinler ve veri tipleri bir araya getirilmis olsa da, &zel iiretilen veri
setleri ile 6zellestirilmis bir ¢alisma yapilmasi da amaglanmaktadir. Ayrica, kullanilan
derin 6grenme modelleri alt yapisal olarak hazir olsa da, farkli bir API kullanmanin
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verdigi uyum zorlugu burada da goriilmiis, dengesiz verilerin ArcGIS Pro Python
APT’da egitilmesi i¢in de veri 0n islem kisminda birgok 6zellestirme yapilmaistir.

Sonug olarak, bu yiiksek lisans tezi uzaktan algilama, bilgisayarli gorii ve yer gozlem
tekniklerinin jeofizik ve deprem c¢alismalar1 i¢in birlestirilmesinin potansiyelini
gostermektedir. Ayrica, agik kaynaklardan farkli veri tiirlerinin kullanilmasi ve bu farkl
veri tiirlerinin deprem sonrasi hasar tespiti yapmak i¢in kullanilmasi1 konuyla alakali
farkli bit ¢6ziim yontemi olarak one ¢ikmaktadir. Bu baglamda, jeofizik ve deprem
caligmalar1 baglaminda uzaktan algilama, bilgisayarli gorii ve yer gézlem tekniklerinin
entegrasyonu incelenmistir. Bu sekilde, deprem kaynakli hasar1 degerlendirmek ve
yonetmek icin bilgisayarli goriiniin uygulanmasina ve deprem sonrasi senaryolarda
zamaninda ve etkili miidahalenin énemine odaklanilmistir. ArcGIS Pro Python API,
uydu goriintiileri, piksel bazli siniflandirma ve etiketli egitim verilerinin kullanima,
model egitimi i¢in odak noktasi olarak Kahramanmaras ili ile deprem sonrasi hasar
tespitlerine iligkin iggdriiler saglamigtir. Bulgular, etkin ve dogru afet yonetimi
stratejilerinin gelistirilmesine katkida bulunmakta ve bu alanda daha fazla arastirma
yapilmasi igin temel olusturmaktadir.
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1. INTRODUCTION

In recent years, the combination of deep learning techniques, remote sensing technology,
and artificial intelligence (Al) has revolutionized the field of disaster management and
damage detection. With the growing availability of high-resolution satellite images and
improved computer vision techniques, it is now possible to investigate Earth observation
data on a massive scale and with incomparable precision. This thesis investigates the
application of Al and deep learning techniques to damage classification using computer
vision, with a particular focus on the Kahramanmaras earthquakes that occurred on
February 6th.

The main purpose of this thesis is to design segmentation models with pixel based
classsification tools using ArcGIS Pro Software, a robust geospatial analytic platform.
These models can efficiently detect and outline damaged regions in the satellite data,
collected after the earthquakes by employing deep learning techniques. This method not
only improves the speed and accuracy of damage identification, but it also offers useful

information about the geographical extent and severity of the devastation.

In summary, this thesis integrates the domains of deep learning, remote sensing, and
artificial intelligence to investigate their potential for improving disaster management,
notably in the context of damage identification in the Kahramanmaras earthquakes.
Additionally, the goal is to utilize various data types obtained from open sources and
apply them in post-earthquake damage detection processes. The use of ArcGIS Pro, in
conjunction with pixel categorization tools and powerful computer vision algorithms,
seeks to deliver accurate and fast information to assist decision-makers in responding to

and managing the aftermath of such natural catastrophes.

1.1 Purpose of Thesis

The objective of this thesis is investigation of the usability of various deeplearning
methods, determination of the accuracy in detecting collapsed buildings, and showing
the usage of different open-source spatial datas and satellite images in the earthquake

studies. From this point of view, we investigated the integration of remote sensing,



computer vision, and earth observation techniques in the context of geophysics and
earthquake studies. Thus, it is demonstrated the application of computer vision for
assessing and managing earthquake-induced damage, with a focus on the importance of

timely and efficient response in post-earthquake scenarios.

Computer Vision (CV), Deep Learning (DL), and Artificial Intelligence (Al) methods for
remote sensing applications can help to support and resolve challenges for large satellite image
datasets by utilizing high-performance-based models to collect and identify features in an
environment with precision as well as rapidity. To overcome the limitations of remote sensing
data, computer vision algorithms may enhance and eliminate noise from satellite and aerial
image data, allowing for better analysis of broad regions and the classification of objects,
features, and changes, as well as data fusion, cloud removal, and spectrum analysis from

imagery.

The importance of quick and efficient disaster management in the aftermath of earthquakes is
emphasized after major earthquakes in parts of the world with high tectonic activity, as seen
in the Kahramanmaras-Gaziantep epicenter earthquakes in Turkey. Every authority, the
government ministries of Turkey, and even volunteer researchers followed this approach as
soon as possible. Earth Observation (EQO) is quite crucial immediately after or days later after
an earthquake, as seen in Turkey. This research intends to deal with the rapid earthquake
assessment process and contribute to the development of effective multi-feature approaches
for resource allocation and decision-making to aid in timely response efforts by merging

remote sensing, computer vision, and earth observation approaches.

Under the support of TUBITAK 2210-D National Industrial MSc Scholarship Program and
ESRI Tiirkiye, the collaboration of Yer Cizenler and Humanitarian OpenStreetMap as our
main data sources gave us beneficial outputs. The thesis leverages the resources, including
recently adjusted building footprints, to enhance the accuracy and efficiency of damage
assessments with Deep Neural Networks (DNN) based cutting-edge technology to benefit

geophysics.

Finally, the application of the forefront CV algorithms to the Kahramanmaras-Gaziantep
epicenter earthquakes was our greatest achievement. The thesis focuses on the specific cases
of the Kahramanmaras, Gaziantep, and Hatay epicenter earthquakes, utilizing satellite imagery
and labeled data to create and train DNN models. So, it is analyzed the feasibility and
effectiveness of these DNN models for damage identification in earthquake-affected regions,

as well as their potential applicability to other similar places. By addressing the issues of



earthquake damage assessment and emphasizing the necessity of early and efficient
action, the research intends to contribute to the development of effective disaster
management techniques, ultimately strengthening resilience and lowering the impact of

earthquakes.

1.2 Literature Review

In a study on assessing earthquake damage, using remote sensing data and deep learning
approaches is steadily growing, reflecting the increasing interest and potential of this
interdisciplinary field. Earth Observation (EO) is generally an area supported with
Remote Sensing (RS) and Computer Vision (CV) applications. Some researches with
CNN-based models work at automatically locating and mapping earthquake-damaged
areas. They were able to identify structural problems with accuracy and efficiency by
training their models using satellite imagery, which facilitated quick disaster

management and response (Qing et al., 2022).

For detecting earthquake-related building damage, Ghasem Abdi and Shabnam Jabar
(University of New Brunswick Libraries) suggested a deep transfer learning approach
for multi-feature fusion (Abdi and Jabar, 2021). To increase the precision of damage
identification, their study concentrated on using deep learning models to extract

characteristics from several sources, including satellite imagery.

A dataset gathering process, as well as several features and statistics for post-disaster
damage assessment are covered in another study. The high resolution and low altitude
dataset provided by UAV photos is particularly important for carrying out computer
vision tasks. The dataset has classification and semantic segmentation annotations
(Rahnemoonfar, et al., 2021). To determine the earthquake-caused damage in the
buildings, VHR satellite photos of Haiti and significant updates to the UNet algorithm
were used (Moradi and Shah-Hosseini, 2020).

Also, water-related calamities such as floods, tornadoes, hurricanes, and tsunamis pose
a significant risk to human life. A cutting-edge deep-learning method that uses
combinations of pre- and post-disaster satellite images to find locations affected by
water-related disasters has been proposed. The stdies about these incidents can assist in
directing resources to places most vulnerable to climate disasters, lowering their

consequences while also promoting adaptive skills for climate-resilient development in



the most vulnerable regions and successfully recognizing local devastation. (Kim et al., 2022).

The benchmark dataset utilized in another study for hurricane damaged building detection is
sourced from FEMA (Federal Emergency Management Agency) and NOAA (National
Oceanic and Atmospheric Administration) ( Choe et.a 1.,2018).

Moreover, the XBD Dataset, which is the first multi-level damage dataset encompassing
various disaster scenarios, is utilized in another study. This dataset provides valuable
information for analyzing and understanding the impact of different disasters on buildings and

infrastructure (Gupta et. al., 2019).

The SpaceNet 8 dataset, designed for the detection of flooded roads and buildings, is leveraged
in a study to support earthquake risk assessment by identifying the probable impact of seismic

hazards on infrastructure and buildings (Url-21).

The study introduces the PPM-SSNet, a novel benchmark model for assessing building
damage using satellite imagery. It achieves high precision through residual and squeeze-and-
excitation blocks and employs learned attention mechanisms for automated input and output.
The model demonstrates strong performance on various building classes and shows potential

for evaluating future disasters (Bai et.al., 2020).

There are many studies about the floods with the multidisciplinary help of RS and CV using
DeepLabV3 and PSPNet and comparing the model differences in the literature (European
Space Agency (ESA), 2023). Also, another study demonstrated a two-stage, machine-learning-
based strategy that combines YOLOv4 with SVM to accurately identify small, dense objects
and highly unbalanced data for the localisation of buildings after an earthquake and the
evaluation of building damage in aerial photos (Weng et. al., 2022).

To observing the Antarctic coastline, Heidler et al. suggest HED-UNet, a segmentation and
edge detection approach coupled. By combining the benefits of segmentation and edge
detection approaches, their approach enables accurate delineation and monitoring of coastal
changes. Despite not being specifically concerned with earthquake damage assessment, the
study demonstrates the value of merging various computer vision technigques for monitoring
and analysis (Heidler et. al., 2022).

Moreover, panoptic segmentation is used in the processing of remote sensing data, to give a
thorough comprehension of remote sensing settings, the researchers mix semantic
segmentation with instance segmentation. Their study highlights the potential of panoptic

segmentation for in-depth analysis and interpretation of remote sensing data, including



applications in disaster management and mapping land cover (Carvalho, et al., 2022).

Additionally, to overcome the time constraints of current techniques, an automated
post-earthquake evaluation procedure is presented. The approach is built as a C#
prototype and real-world damaged concrete column photos from Haiti's 7.0 earthquake
in 2010 were utilized for validation (Paal et al., 2014). Also, the Haiti Earthquake is
examined for the use of machine learning techniques for identifying earthquake
damage, such as feed forward neural networks, radial basis function neural networks,

and random forests (Cooner et al., 2016).

Other publications address current remote sensing technology and its use in earthquake
investigations to the present (Rathje et al., 2008), produced building-seismic-resilience
(BSR)-mapping models based on multiple categorization schemes employing random
forest (RF) and a support vector machine (SVM) (Wen et al., 2023), enabled for
actionable damage mapping by automatically selecting needed training samples and
identifying damage level using a simple classification algorithm like SVM or MLP
(Takhtkeshha et al., 2022).

Additionally, considering the widespread benefits of synthetic aperture radar (SAR), it
was inevitable to use this imagery type for post-disaster studies. Another framework
combines high-resolution building inventory data with maps of the intensity of ground
shaking during earthquakes and surface-level alterations were discovered by
comparing pre- and post-event INSAR (interferometric synthetic aperture radar)
images. It is showed how ensemble models may be used in a machine-learning
technique to categorize the condition of building damage in an earthquake-affected
area (Rao et al., 2023).

In terms of technologies, UAVs and LIDAR represent an area of potential dramatic
and rapid growth for both academia and industry. A study covers initiatives that use
remote sensing methods to document damage patterns, gather three-dimensional
failure geometries, and quantify ground motions during geotechnical earthquake
reconnaissance. Satellite imagery, LIDAR, and UAYV, the three most used remote
sensing methods in geotechnical engineering, are described together with some recent
instances of their application in reconnaissance operations (Rathjel and Franke, 2015).
In almost all cases, a comprehensive examination of a huge number of building damage
detection systems revealed that they were created following the features of the applied

data and the afflicted region. As a result, review articles are used to provide a



quantitative comparative evaluation of all of these methodologies (Dong and Shan, 2013).

Also, DINSAR plays a crucial role in earthquake modeling as it provides valuable information
about the spatial extent and magnitude of ground displacement caused by earthquakes.
DINSAR can identify and measure surface deformations such as ground uplift, subsidence, and
horizontal displacements by comparing SAR images recorded before and after an earthquake.
This approach allows scientists to examine the distribution and patterns of ground deformation,
which can aid in the identification of fault zones, the understanding of fault slide processes,
and the assessment of overall seismic activity in an area. Another study compares the various
data formats as well as image processing tools for mapping and monitoring earthquakes,
faulting, volcanic activity, landslides, flooding, and wildfires, as well as the accompanying
damages (Joyce et al., 2009).

High-resolution images obtained from Pléiades and SPOT satellites of Adana and Osmaniye,
two of the cities where the earthquake disaster occurred, were published as a web map service
and satellite images were presented in the ITU-CSCRS labs (ITU CSCRS, 2023).

Melgar et al. (2023) stated that the results of earthquake relocations for the first 11 days of
aftershocks, as well as the inferred rupture models for both events, were presented in this study.
These models were obtained through a joint kinematic inversion of HR-GNSS and strong
motion data, considering a multi-fault and 3D rupture geometry.

The General Directorate of Geographical Information Systems has data produced and updated
by geographical data-producing institutions and organizations within the scope of Turkey's
National Geographical Information System (TUCBS) on behalf of the units of The Republic
of Tiirkiye’s Ministry of Environment and Urbanization. These platforms such as ATLAS
Basic, and Metadata Portal are quite beneficial for damage assessment, especially with detailed

3D data sources of the earthquake affected areas (Url-5).

The Republic of Tiirkiye Ministry of National Defence General Directorate of Mapping
presented VHR: Very High-Resolution satellite images via the national application of web
mapping right after the earthquakes on 6 February 2023. Thus, the devastation and the
buildings damaged by the earthquake are visible on the map (Url-20).

Moreover, ESRI Turkey within the scope of the Esri DRP (Disaster Response Program)
program, they provided software and workforce support to all institutions and
organizations in need of assistance in the disaster area and supported our citizens in
reaching them in the fastest way during search, rescue, and coordination processes (Esri
Turkiye DRP, n.d.).



Also, many relevant expert authorities released detailed observation and analysis of the
impact reports about the 6 February earthquakes (Url- 2-7).

As can be seen in Url-20 various remote sensing datas are served to those interested,
such as optical images (NASA Earth Observatory, 2023; Airbus DS Intelligence, 2023,
Url-20), radar imagery (Url 6-9), geospatial data (Url-10; Blackshark-Ai., n.d.),
earthquake data (Url 13-15), and analysis results (Earthquake Damage in Tiirkiye, 2023;
ArcGIS Dashboards, n.d.).

Also, after the Kahramanmaras earthquake sequence occurred, numerous articles were
published to analyze the seismic structure and kinematics of the earthquakes in that
region. These articles stand as some of the most valuable contributions to the seismic
literature, shedding light on the complex geological and tectonic processes at play in
the aftermath of the seismic events (Wang et. al., 2023; Okuwaki et. al., 2023; Ding et.
al., 2023; Wu et. al., 2023; Xu et. al., 2023; Rodkin et. al., 2023; Goldberg et. al., 20233;
Goldberg et. al., 2023b; Melgar et. al., 2023 and Turungtur et. al., 2023).






2. STUDY AREA AND DATA

According to the Disaster and Emergency Management Presidency (AFAD), Press
Bulletin About the Earthquake in Kahramanmaras — 36, on February 6, 2023, two
earthquakes of Mw 7.7 and Mw 7.6 occurred at 04:17 and 13:24, respectively, with
epicenters in Pazarcik district (Kahramanmaras) and Elbistan district (Kahramanmaras).
A total of 11,020 aftershocks occurred, and 45,089 people have lost their lives, according
to the Press Bulletin, published on March 1, 2023. 1.971.589 people were removed by the
Gendarmerie and with their own resources from Kahramanmaras, Gaziantep, Sanlurfa,
Diyarbakir, Adana, Adiyaman, Osmaniye, Hatay, Kilis, Malatya, and Elaz1g and enrolled
by submitting a formal deployment to the target provinces' governorships and district

governorships (Press Bulletin-36).

Both of the epicenters of the major intense earthquakes are located in Kahramanmaras
province by the AFAD Presidency, and these earthquakes are officially recorded as

Kahramanmarag earthquake sequences internationally.

To provide further details, the Kandilli Observatory and Earthquake Research Institute
(KOERI) located the first earthquake epicenter in the Sofalaca neighborhood of the
Sehitkamil district in Gaziantep Province, which is quite close to the Pazarcik district in
Kahramanmarag Province. Both authorities agreed that the second earthquake, with a
magnitude of Mw 7.6, occurred in Kahramanmaras Province, but the localization of the
districts varied, as Ekin6zii for KOERI and Elbistan for AFAD, at 13:24 on the same day.
Finally, another earthquake with a magnitude of Mw 6.4 struck on February 20, 2023 in
Hatay Province (Kandilli Observatory and Earthquake Research Institute, 2023).

The Hatay earthquake was an aftershock; besides the loss of lives, it caused the collapse
of some damaged buildings. The earthquakes were felt over a wide area covering
Southeastern Anatolia, Eastern Anatolia, Central Anatolia, and the Mediterranean,
causing heavy damage to settlements. According to a review by officials from the T.C.
Ministry of Environment, Urbanization, and Climate Change, 202,000 buildings in the

region urgently needed demolition, were severely damaged, or have collapsed. On March



14, 2023, AFAD also, announced that 48,448 people died in the earthquake (Kandilli
Observatory and Earthquake Research Institute, 2023).

DISTRIBUTION OF EARTHQUAKES WITH MAGNITUDE M=>4.0 OCCURRING IN THE REGION FROM 06.02.2023 TO 19.02.2023 @ <&
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Figure 2. 1. Kahramanmaras epicentered earthquakes (Kandilli Observatory and
Earthquake Research Institute, 2023).

Figure 2. 2. The research area is depicted on a map (Goldberg et al., 2023a).
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Table 2. 1. Kinematics of the Kahramanmaras Earthquakes (Url-22).

Kahramanmaras Pazarcik Earthquake Elbistan Earthquake
Earthquake Sequences (Sehitkamil) (EKinozii)
Moment magnitude scale 7.7 7.6
(Mw)
Date time (Turkey, GMT+3) 01:17 10:24
Location Pazarcik (Kahramanmaras) Elbistan
(Kahramanmaras)
Depth (km) 8.6 7
Vs30 (m/s) 541 m/s 246
PGA(cm/sn2) 2039.20 (TK.4614 EW) 635.45 (TK.4612 NS)
PGV/(cm/sn) 186.78 (TK.3123 NS) 170.79 (TK.4612 NS)
PGD(cm) 142.08 cm (TK.3137 NS)  90.99 (TK.4631 EW)

In this thesis, we will utilize the local terms used by KOERI because they are more
convenient, given the similarity between the damage assessed data points by Yer Cizenler

NGO.

Major tectonic plates and boundaries are depicted in the inset, including the North
Anatolian Fault (NAF), East Anatolian Fault (EAF), and Dead Sea Fault (DSF). The gray
circles represent historical earthquake epicenters.The primary tectonic boundaries are
depicted in red on Figures 2.2 with additional mapped faults highlighted in black. Gray
circles reflect seismicity during the previous 50 years (Mw between 4 and 5), scaled by
earthquake magnitude. The Mw 7.7 Pazarcik and Mw 7.6 Elbistan earthquake sequence,
as well as their NEIC Wphase centroid moment tensor (WCMT), are shown in purple
and pink, respectively. Additional Mw between 4 and 5 earthquakes in the 2023 series
are indicated in yellow (Figure 2.2.). Locations of relevant faults, EAF, DSF, Cardak
fault, and Sakcagdz, and Narli segments are given in dark blue. Nearby city locations are

shown in green (Figure 2.2).
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Figure 2. 3. The research area is depicted on a map (Goldberg et al., 2023a).

After the earthquake series, surface ruptures have been mapped using publicly available
satellite imagery, aerial images provided by the General Directorate of Mapping
(Turkey), and fieldwork conducted by geologists. Images related to the left-lateral
displacements of 2.4 m observed on the road near Pazarcik and 6.7 m observed in the

Siirgii region are presented in Figure 2.3.

Examples of seismotectonic maps depicting recent large earthquakes' global moment
tensor solutions, rupture planes, and aftershocks can be found in Url-3. These maps
include arrows that indicate the predicted rupture direction of the original Pazarcik
earthquake with a magnitude of Mw 7.8, showcasing directivity and discontinuous
rupture progression. The ruptures are numbered in chronological order, and further
details can be found in (Cetin, 2023).
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Table 2. 2. Number of Total Buildings in Earthquake-Affected Provinces (Presidency of
The Republic of Turkey Presidency of Strategy and Budget, 2023).

Status Number of Number of
Buildings Detached
Units
Undamaged 860.006 2.387.163
Lightly Damaged 431.421 1.615.817
Moderately Damaged 40.228 166.132
Severely Damaged 179.786 494,588
Collapsed 35.355 96.100
Requiring Urgent Demolition 17.491 60.728
Not Assessed 147.895 296.508
Total 1.712.182 5.117.036
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Table 2. 3. The number of structures included in the structural damage estimation
(March 6, 2023) (Presidency of The Republic of Turkey Presidency of Strategy and
Budget, 2023).

Province Resident Workplace Public Other Overall
Total
Adana 404.502 29.920 8.916 7.779 451.117
Adiyaman 107.242 5.765 4.370 3.119 120.496
Diyarbakir 199.138 11.412 11.964 3.165 225.679
Elaz1g 106.569 7.221 2.872 7.051 123.713
Gaziantep 269.212 22.829 5.480 8.162 305.683
Hatay 357.467 33.511 10.382 5.489 406.849
Kahramanmarag 219.351 12.358 6.879 4.565 243.153
Kilis 33.399 1.526 1.651 736 37.312
Malatya 159.896 8.370 6.670 4.051 178.987
Osmaniye 128.163 9.428 3.105 2.384 143.080
Sanliurfa 347.902 18.847 11.790 4.089 382.628
Total in 11 2.332.841  161.187 74.079 50.590 2.618.697
Provinces

The southward bending of aftershocks at the western end of the rupture in Figure 2.3
indicates the possible activation of different fault segments. The total length of the fault
formed by the main shock is approximately 160 km, and significant surface displacements
of 2 to 8 meters have been observed in the field.

In our approach, we opted for a 31 cm resolution when merging the satellite images using
ArcGIS Pro. The images were collected with the WV02 sensor on February 28, sourced

from Maxar Technologies. This resolution was chosen for its suitability in achieving the
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desired level of detail and accuracy in our analysis and subsequent applications (ITU
CSCRS, 2023).

In our approach, we opted for a 31 cm resolution when merging the satellite images using
ArcGIS Pro. The images were collected with the WV02 sensor on February 28, sourced
from Maxar Technologies. This resolution was chosen for its suitability in achieving the
desired level of detail and accuracy in our analysis and subsequent applications (ITU
CSCRS, 2023).

As of March 6, 2023, damage assessments for 1,712,182 structures in the 11 provinces
impacted by the earthquake had been completed. As a result, 179,786 buildings were
severely damaged, 40,228 structures were moderately damaged, and 431,421 buildings
had minor damage. Additionally, 35,355 buildings were demolished, 17,491 buildings
required urgent destruction, and 179,786 buildings were severely damaged. In addition
to structures used as homes, other buildings that collapsed or sustained significant
damage included historical and cultural structures, schools, office buildings, hospitals,
and hotels (Presidency of The Republic of Turkey Presidency of Strategy and Budget,
2023).

While the epicenters of the earthquakes differ according to AFAD and Kandilli
Observatory, the selected areas in this thesis refer to the regions within the scope of the
study. In this regard, the Sehitkamil district of Gaziantep Province, the Ekin6zii district
of Kahramanmaras Province, and the Antakya district of Hatay Province were analyzed

in this thesis.

2.1 Sehitkamil District, Gaziantep Province

On February 6, 2023, a very strong earthquake with a magnitude of Mw=7.7 (MI=7.4)
occurred at the epicenter Sofalaca-Sehitkamil-Gaziantep at 04:17 local time. The focal
depth of the earthquake was about 8 km and it was a shallow focused earthquake. The
earthquake was felt in a vast area, including Southeastern Anatolia, Eastern Anatolia,
Central Anatolia, and the Mediterranean (Kandilli Observatory and Earthquake Research
Institute, 2023).

KOERI-BDTIM rapidly reported the earthquake's local magnitude as ML=7.4 and
moment magnitude as Mw=7.7 shortly after its occurrence. Following the swift

announcement of the preliminary evaluation, the location was more accurately identified
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as 37.1757 North - 37.085 East using data from more distant earthquake recorders (Figure
2.5). The revised position information was then estimated using both Kandilli
Observatory and AFAD's near-field earthquake stations, and the results are shown in
Figure 2.5. The analysis utilized data from Kandilli and AFAD's near-field seismic
monitoring stations to establish the position as 37.2318 North - 37.0029 East. This
position also falls within the boundaries of Gaziantep Province.
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Figure 2. 4. Location map of Sofalaca neighborhood-Sehitkamil district -Gaziantep province
(Mw=7.7) earthquake (Kandilli Observatory and Earthquake Research Institute, 2023).

In light of this information, an area of interest that will facilitate our study has been
determined by taking into account the data points we have assigned damage levels, and

the study area has been customized in line with the need, as seen in Figure 2.6.
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Figure 2. 5. February 6 2023, 04:17 Location map of Sehitkamil-Gaziantep earthquake given
by different centers (KRDAE, 2023).

Table 2. 4. Location and magnitude information of Sofalaca-Sehitkamil -Gaziantep
(Mw=7.7) earthquake given by different centers.

Date KRDAE AFAD USGS
06.02.2023 - 04:17 37.17-37.08 37.28-37.04 37.22-37.02
Mw 7.7 7.7 7.8
Depth (km) 10 8.6 10
Moment Tensor

e 0
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Figure 2. 6. Gaziantep assessed damaged points on Maxar images.
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Figure 2. 7. Sehitkamil District, Gaziantep Province.

19



2.2 EKinézii District, Kahramanmaras Province

On February 6, 2023, in the middle of Ekindzii district, Kahramanmarag province
(38.0717 N- 37.2063 E), at 13:24 local time with a magnitude of Ml =7.5and Mw = 7.6,
an earthquake occurred. The earthquake's focal depth was 7.6 km. It is a shallow-oriented
earthquake. The earthquake struck Southeastern Anatolia, Eastern Anatolia, and Central
Anatolia, and it was felt throughout the Mediterranean region (Kandilli Observatory and
Earthquake Research Institute, 2023).
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Figure 2. 8. Location Map of the Ekinozii-Kahramanmaras (Mw=7.6) Earthquake
(Kandilli Observatory and Earthquake Research Institute, 2023).

Initial solutions are sent to the European Mediterranean Seismological Center (EMSC)
by different seismological centers. Location information from different seismological

centers is shown in Figure 2.5 and 2.9.
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Figure 2. 9. February 6 2023, 13:24 Location information of Ekindzii-Kahramanmaras
earthquake given by different seismology centers (KRDAE, 2023).

Table 2. 5. 06.02.2023 13:24 Location and magnitude information of Ekinozii-
Kahramanmarag earthquake given by different centers.

Date KRDAE AFAD USGS
06.02.2023 - 04:17 38.07-37.20 38.08-37.23  38.02-37.20
Mw 7.6 7.6 7.5
Depth (km) 10 7 10
Moment Tensor

' 4
&
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Figure 2. 10. Kahramanmaras assessed damaged points over Maxar imagery.
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Figure 2. 11. Pazarcik District, Kahramanmaras Province
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Approximately 9 hours after the first earthquake, at 13:24, a second earthquake with a
magnitude of Mw7.6 occurred in Ekinozii district with the rupture of the Siirgii-Cardak
fault. Although the magnitude of this earthquake is close to the magnitude of the first
earthquake, the total length of the fault segments broken (ruptured) in the first earthquake
Is about 300 km, while the total length of the fault segments broken in the second
earthquake is around 100-120 km. While the total rupture time of the fault segments was
around 80 seconds in the first earthquake and it was 30-35 seconds in the second
earthquake (Figure 2.2). Relatively lower seismic moments were also observed in the
eastern and western parts of the Siirgii-Cardak fault. Although the general character of
the fault is strike-slip, the GCMT moment tensor solution shows that the fault plane is

inclined 42 degrees to the north. (Tanircan and Kaya Eren, 2023).
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Figure 2. 12. Kahramanmaras with Area of Interest.
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2.3 Antakya District, Hatay Province

On February 20, 2023, a very strong earthquake with an instrumental magnitude of
Mw=6.4 (local magnitude ML=6.4) struck at 20:04 local time at the epicenter of
Biiyiik¢at-Samandag-Hatay according to the primitive solutions. The focal depth of the
earthquake was 20 km. The earthquake was felt in the Mediterranean, Eastern, and
Southeastern Anatolia regions, Syria, Israel, Palestine, Jordan, Lebanon, and Egypt.
(Tanircan and Kaya Eren, 2023).
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Figure 2. 13. Primal solution location of the Biiyiik¢at-Samandag-Hatay (MI=6.4)
earthquake Earthquake (Kandilli Observatory and Earthquake Research Institute, 2023).

After the preliminary assessment was quickly announced, the location was more
precisely determined as 36.0077 North - 36.1310 East using data from remote earthquake

recorders.

To sum up, this earthquake sequence is a singular example of a complex rupture with a
multi-event nature since it exhibits directivity effects along the rupture's margins and
discontinuous temporal evolution over several fault segments. The distribution of
aftershocks shows that the earthquake rupture reached as far as Antakya District Hatay
Province in the south and ended in the north on the Piitiirge fault section near the
Doganyol, Elaz1g earthquake in 2020 (Figure 2. 3). The total length of the mainshock-
generated rupture is just over 300 km and large surface displacements of 3-7 m are

observed at the surface (Url -29).
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Figure 2. 14. Biiylik¢at-Samandag-Hatay (ML=6.4) location information given by
different seismology centers Earthquake (Kandilli Observatory and Earthquake

Research Institute, 2023).

Table 2. 6. Location and magnitude information of 20.02.2023 20:04 Samandag-
Hatay earthquake given by different centers.

Date KRDAE AFAD USGS
06.02.2023 - 04:17 36.00-36.13 36.03-36.02 36.10-
36.01
Mw 6.4 6.4 6.3
Depth (km) 20.2 21.73 36.10-
36.01
Moment Tensor
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Figure 2. 15. Hatay, Antakya city centre with assessed damage points.
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Figure 2. 16. Antakya District, Hatay Province.
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2.4 Data

In this thesis we used various customized datasets, ranging from chip size to earthquake

affected provinces.
2.4.1 Satellite images

On Monday, February 6, 2023, at 4:17 a.m. local time, a devastating magnitude 7.7
earthquake hit the Turkish province of Kahramanmaras, around 23 kilometers east of
Nurdag in the Gaziantep province near the Syrian border, followed by a 7.6 magnitude
aftershock nine hours later (Url-4). More than 50,000 people have perished and tens of
thousands have been injured in Turkey and Syria. These figures are expected to grow as
search and rescue activities continue. Millions of people in the region have been impacted
by the earthquake and its aftershocks. In the ten most severely affected areas, millions of
people in the region have been affected by the earthquake and its aftershocks. Turkey's
president declared a three-month state of emergency in ten earthquake-ravaged districts

(Presidency of The Republic of Turkey Presidency of Strategy and Budget, 2023).
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Figure 2. 17. Before and after the Kahramanmaras earthquake (Stadiums Become Shelters:
Satellite Pics Show Turkey Earthquake Damage, 2023).

29



Table 2. 7. The parameters of the satellite images received from Maxar Technologies for
the study areas.

Province Image ID Sensor Collected Image off Bands Image Max
Source Nadir Clouds  Target
Azimuth
Hatay 10300100E18CB600  0.67 m WV02 2023/02/11 8 34.6° 139.5°
bands
Hatay 10300500D9F8D500  0.78 m WV02 2023/02/08 8 40.2° 85.6°
bands

Kahramanmaras  10300100E3154100 0.66 m WV02 2023/02/28 8 34.0° 193.3°
bands

Kahramanmaras 10300100E2C66F00  0.69 m WV02 2023/02/28 8 36.1° 195.6°

bands

Gaziantep 10300500D9F8D100 0.83 m WV02 2023/02/08 8 41.8° 99.8°
bands

Gaziantep 10300100E2226200 0.67 m WV02 2023/02/12 8 34.4° 342.7°
bands

On February 7, 2023, Maxar shared pre- and post-earthquake satellite imagery of earthquake
zones provided by the WV02 sensor with various resolutions through the Open Data Program
Turkey and Syria Earthquake 2023, (2023, February 8), and these satellite images are provided
resampled at 31 cm resolution, 3 bands, and 8 bit unsigned with OpenStreetMap as well (Url-
25).

Although we only utilized Maxar images for this study, we specifically chose satellite images
from Kahramanmaras city to present the optimum models and metrics, as we will elaborate on

later in the study.
2.4.2 Damage points

For the earthquakes that occurred on February 6, 2023, data on building damages was extracted
by Gece Yazilim from hasar.cbs.gov.tr and demonstrated by Yer Cizenler NGO and ihtiyac
Haritas1 which was updated on February 20, 2023. Damage levels are indicated by the colors
on a map of damaged buildings received from (Url-25).

On February 7, 2023, Maxar shared pre- and post-earthquake satellite imagery of earthquake
zones provided by the WV02 sensor with various resolutions through the Open Data Program

Turkey and Syria Earthquake 2023, (2023, February 8), and these satellite images are provided

30



resampled at 31 cm resolution, 3 bands, and 8 bit unsigned with OpenStreetMap as well

(Url-25).

Although we only utilized Maxar images for this study, we specifically chose satellite
images from Kahramanmaras city to present the optimum models and metrics, as we

will elaborate on later in the study.

Figure 2. 18. Assessed four scaled damage points for Kahramanmaras earthquakes (Url-25).
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There are 4 damage grades: as Collapsed, Heavily Damaged, Damaged and Slightly

Damaged and in our study, the attributes were coded as Col, HevDam, Dam, and Slig (Url-
25).

Figure 2. 19. Four scaled damaged points.

These damage assessment points are the essential foundation of this study. We have

gratefully obtained these data points through the invaluable contribution of Yer Cizenler

NGO.

Figure 2. 20. Damage point taken from (Url-25).
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2.4.3 Building footprints

Humanitarian OpenStreetMap Team (HOTOSM) is utilized for obtaining updated and
customized building footprint extracts from OpenStreetMap. These exports come in

various formats suitable for GPS and GIS applications, such as shapefile and geojson.

Figure 2. 21. Recent info building intensity of HOTOSM (HOT Export Tool, 2023).

Figure 2. 22. The custom area we extracted building shapefiles from (HOT Export Tool,
2023).
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Figure 2. 23. All building polygons and buildings with damage assessment overlaid
on the satellite image.
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Damage Data Points

Damage Labelled Buildings Footprints
Building Footprints without Damage Labels
Building Footprints

Figure 2. 24. Buildings with damage assessment based on post-earthquake images do not

match here.
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We possess polygonal data representing building footprints and point data indicating four-
scaled damages. Now, the challenge is to assign the features of the point data as labels to the
recently acquired building footprints. To accomplish this task, we employ the Spatial Join

(Analysis) Tool, which proves to be a convenient solution within ArcGIS Pro (Esri, n.d.).

Figure 2. 25. Building footprints and damage data points close up.

Y

o
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Figure 2. 26. Results of intersection match option.

So instead of 12,000 buildings at the intersection, we have 29,000 labeled building
footprints within a 5-meter distance. We tried a 10-meter distance as well, and we had
more than 36 thousand data points, but if we include the buildings that do not overlap
with the building pixels on the satellite images, this decision did not seem like a logical
step. Moreover, the training accuracy significantly improved with the 5-meter distance
option, reaching around 90 percent, compared to approximately 80 percent accuracy with
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the 10-meter distance option. This improvement in accuracy reinforces the decision to
choose the 5-meter proximity for labeling the building footprints.

The first method that came to mind was to perform an intersection between the points
and building footprints. Through this approach, we successfully obtained over 12,000
labeled building footprints. However, when using the intersection match option,
numerous closely located data points were not added to the building footprints (refer to
Figure 2.25-2.26). This poses a potential challenge since some buildings may not
precisely align with the post-earthquake image when they are initially drawn, resulting
in significant data loss. So, we went to another method, which is the within a distance
match option. Thus, we examine and visualize labeled building footprints within 5, 10,
20, and meter distances. The further we move away from the established damage points,

the less realistic the results will be
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Figure 2. 27. Building footprints (green polygons) and damage data points (red points).
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Figure 2. 28. Antakya City Center building footprints, damage points and, close up
demonstration.
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3. METHODOLOGY

After we reached out to the imagery data, it was decided that Kahramanmaras would be
the best option for model training. Because comparing the building footprint overlap
ratio of the images and the damage level data point distribution balance would affect
the model accuracy, and it was a time-consuming and crucial process to choose the best

imagery data.

3.1 Deep Neural Networks (DNN)

Semantic segmentation (pixel-based classification) in deep neural networks is a
procedure that assigns pixels in an image to one of several classes. In remote sensing,
pixel-based classification can be used to identify different types of land cover or to
separate roads and structures from satellite images. It also includes two inputs: a raster
image with multiple bands and a labeled image with the label for each pixel, also,
models such as U-net, DeepLabV3, Feature Pyramid Network, and Pyramid Scene
Parsing Network (PSPNet).

Manage data in Capture training samples Train deep learning Inferencing (categorize) Business Analyst for location Monitor with

mosaic dataset ‘Lw model intelligence Operations Dashboard
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@ - Ry

Figure 3. 1. Deep Learning approach in ArcGIS Pro ("How U-Net Works," n.d.).

3.1.1 Unet

Biomedical image segmentation was the initial application for which U-net was created.
Its architecture consists mostly of an encoder network and a decoder network. Unlike
classification, where the final output of the deep network is the only factor that matters,

semantic segmentation necessitates a mechanism for projecting the discriminative
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features learned at various stages of the encoder onto the pixel space in addition to pixel-
level classification ("How U-Net Works," n.d.).

The encoder is the first half of the architecture diagram. The input image is frequently
encoded into feature representations at many levels using a pre-trained classification
network like VGG or ResNet and convolution blocks, followed by maxpool
downsampling. The decoder is the second component in the design. The goal is to create
a dense classification by semantically projecting the encoder's learned discriminative
features (lower resolution) onto the pixel space (higher resolution). The decoder is

composed of upsampling, concatenation, and typical convolution algorithms.
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Figure 3. 2. Unet Architecture ("How U-Net Works," n.d.).

3.1.2 DeepLabV3

DeepLabV3 is a highly renowned deep learning model for semantic image
segmentation, widely acknowledged for its exceptional accuracy and state-of-the-art

performance across various computer vision applications.

Based on a fully convolutional network (FCN) architecture, DeepLabV3 has the
remarkable ability to analyze images of any size. Given an input image, the model
generates a pixel based classification map, where each pixel is assigned a label
identifying the class to which it belongs. This capability makes DeepLabV3 an ideal
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choice for tasks requiring precise and detailed segmentation, enabling it to provide
valuable insights into complex visual data.

The utilization of DeepLabV3 in our study will enhance the accuracy and efficiency of
damage identification in earthquake-affected regions, further solidifying our objective to
integrate deep learning, remote sensing, and earth observation techniques for improved
disaster management and geophysical studies.

(a) Atrous Spatial
Pyramid Pooling
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Pooll Blockl Block2 Block3 Block4 1x3 Conv | 1x1 Conv
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Image yige 4 8 16 16 16

(b) Image Pooling

Figure 3. 3. DeepLabV3 Model ("How DeepLabV3 Works," n.d.).

DeepLabV3's primary breakthrough is the use of atrous convolution, also known as
dilated convolution or sparse convolution. The model can collect multi-scale information
using atrous convolution without considerably increasing computing complexity.
DeepLabV3 can successfully widen the receptive field by altering the dilation rate of
convolutions, allowing the model to catch both fine-grained details and the wider context
in the image.

DeepLabV3 also includes a feature known as "atrous spatial pyramid pooling™ (ASPP),
which improves the model's capacity to gather context at many scales. ASPP is made up
of parallel atrous convolutions with varying dilation rates, which are then followed by
global pooling operations. This enables the model to successfully capture and integrate

context information at different scales.
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Figure 3. 4. DCNN without Atrous Convolution & with Atrous Convolution ("How PSPNet

Works," n.d.).

43



PointRend enhancement is a powerful semantic segmentation augmentation technique
employed in DeepLabV3. It operates by selecting a subset of pixels, known as "rend
points,” based on the confidence of the original predictions. It then refines these points
using small "rend fields™ surrounding them. This unique approach allows the model to
improve predictions by considering both local and global context, thereby enhancing

accuracy in regions that are uncertain or ambiguous.

The selected refinement process leads to more precise and comprehensive segmentation
masks, significantly improving tasks like object detection and image segmentation. By
leveraging PointRend, DeepLabV3 can achieve superior segmentation results, making it
an essential tool for our study's goal of damage identification in earthquake-affected
regions. It also enables us to handle complex and challenging scenarios, ultimately
advancing the effectiveness of our research in disaster management and geophysical

studies.
3.1.3 Pyramid Scene Parsing Network (PSNET)

PSPNet (Pyramid Scene Parsing Network) is a deep learning network used to segment

semantic images. It is intended to categorize each pixel in an image into separate groups.

Primary distinction of the PSPNet is the usage of a pyramid-like structure to promote scale
compatibility. Traditional segmentation algorithms that use a single scale struggle to
represent objects of varying sizes and levels of detail. PSPNet addresses this by combining
feature maps at multiple scales to improve scale Convolution ("How PSPNet Works,"
n.d.). PSPNet is made up of two primary parts: an encoder and a decoder. The encoder
shrinks the input image while creating feature maps at different scales. The feature maps

are then combined by the decoder to create a higher-resolution segmentation map.
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Figure 3. 5. PSPNet Architecture ("How PSPNet Works," n.d.).

The "pyramid pooling” module is one of PSPNet's distinguishing features. This module
collects contextual information by pooling and combining features from several scales.
This allows the network to grasp the context of each pixel, resulting in more accurate

segmentation.

PSPNet is built on Convolutional Neural Networks (CNNSs), which are widely used for
image processing. To extract features from input data, CNN layers use techniques such
as convolution, pooling, and activation functions Convolution ("How PSPNet Works,"
n.d.). PSPNet is widely employed in a variety of applications including as autonomous
driving, medical imaging, and remote sensing. PSPNet can generate accurate and

thorough segmentation results by successfully exploiting contextual information at

different scales.
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Figure 3. 6. Skip connections from encoder to U-Net like decoder ("How PSPNet Works,"
n.d.).
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3.2 Software

ArcGIS Pro (ESRI Inc.) is a geographic information system software produced by ESRI,
and the most recent version, ArcGIS Pro 3.1, is preferred for these theses. ArcGIS Pro
offers a wide range of tools for deep learning and computer approaches, making it a
valuable resource for research in these areas. Imagery and Remote Sensing play a crucial
role in various fields, including scientific research, environmental studies, business
applications, government operations, and disaster assessments. The advanced capabilities
of ArcGIS Pro enable efficient and accurate analysis of spatial data, making it a popular
choice for researchers and professionals working with geographic information systems.
ArcGIS Pro has Deep Learning toolsets that are used for many purposes, such as
classifying pixels of the images and exporting training datasets, extracting features,
postprocessing the inferenced outputs, and so on. Especially the Image Anaylst Toolbox
is very beneficial for many custom dataset preparations such as tiling, sizing, rotating,
and deep learning for imagery datasets.

3.2.1 Arcgis Pro and software libraries

ArcGIS API for Python is a Pythonic GIS API that proves to be highly effective for Deep
Learning approaches, as well as utilizing its toolboxes. The integration of modern
Pythonic libraries such as Jupyter Notebook, Fastai, PyTorch, and TensorFlow is
seamless and successful in ArcGIS Pro. This integration empowers users to leverage the

capabilities of these open-source libraries within ArcGIS Pro.
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Figure 3. 7. Arcgis Pro Python API ("Overview of the ArcGIS API for Python," n.d.).
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Specifically, Jupyter Notebook is used for custom data augmentations, metrics
visualizations, and modifying model options that default toolboxes cannot support, all
facilitated via the arcgis.learn module. This enables researchers and practitioners to tailor
their Deep Learning workflows to suit specific requirements and achieve more accurate

and precise results.

The hardware system used for these operations consists of NVIDIA Geoforce RTX 2060
Intel® UHD GPU graphics cards, an 17-10750H processor, 16 GB of memory, and the
Windows 10 operating system. This hardware configuration ensures a robust and
efficient computing environment, allowing for the seamless execution of Deep Learning

tasks within the ArcGIS environment.

Label objets for deep learning

Data Preprocessing ARCGIS PRO _E

Export Training Data

Deep Learning APRYC:_{GOIE :?’Io —E Training Data Augmentation
Inference ARCGIS PRO _E Detect Pixels Using Deep Learning

Figure 3. 8. Deep Learning Approach in ArcGIS Pro.

3.2.2 Preparation of the training data

Labels are just as crucial as the data in the training dataset when it comes to deep
learning models. For this thesis, labeling data is derived from the damage-assessed data
points used for making sense of the information. As previously mentioned, these
damage scales are utilized as classes (labels) for training the models. Before feeding our
custom dataset into the model, we underwent detailed and time-consuming
preprocessing of different data types. Each step of this preprocessing is explained

below.

To begin with, we received the damage-assessed data points in both csv and geojson

data formats, thanks to the generous assistance of Yer Cizenler NGO. Using the XY
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Table To Point (Data Management) Tool, we constructed a point feature class based on
the x-, y-, and z-coordinates from the input table. For our case, the input table consisted
of four different damaged csv files. The resulting feature class was created with x values
representing longitude, y values representing latitude, z values representing postcode,
and the Coordinate System value set as WGS 1984, based on the knowledge obtained
from the raw csv and geojson data.

Subsequently, we obtained four different damages as point feature class data types, all
ready to be merged. Our data source provided us with damage assessments for ten
different earthquake-affected regions. At an early stage, we made the wise decision to
remove unnecessary columns, such as geojson numerical value, district, neighborhood,
open address, building details, etc., since numerous column calculations were expected
to be performed. Among the columns, the most important ones were the province and

damage value field types, which were crucial for our analysis and model training.

Area PropertyTax Owner
12000 3000 Mary Jones \

\
Area PropertyTax Owner / ‘
10000 2500 Bob Smith

Propany of e Addlbon Dolault valuo
v 4 \j
Area PropertyTax  Owner / =
22000 5500 City ‘ -

Figure 3. 9. Merge explanation in attributes ("An Overview of Attribute Domains", n.d.).

As expected, human-recorded data sources may vary, even when they pertain to the same
features. For instance, city name columns may be written in different cases (upper-case,
lower-case) and may include Turkish characters. To merge the damage points for each

city effectively, we needed to standardize the city name column and ensure consistency.
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In ArcGIS Pro Software, attribute domains play a vital role in managing attribute values
for tables or feature classes. They allow us to limit or expand the possible values for a
given attribute. With this functionality, we were able to divide the feature class data city

by city, enabling us to examine the earthquake-affected cities individually.

To manage the attribute domains and add values while associating them with a feature
class, we used the Add Coded Value To Domain (Data Management) Tool. This tool
facilitates the creation of coded value domains that can be applied to attributes of various
types, such as text, numeric, or date. Coded value domains define a set of valid values

for an attribute, making it easier to work with and understand the data.

| Domain Name Description Field Type Domain Type Split Policy Merge Policy || » Code  Description
ADANA
ADIYAMAN
DIYARBAKIR
GAZIANTEP
HATAY
KILIS
KAHRAMANMARAS
MALATYA
OSMANIYE

0 SANLIURFA

Domain_aciklama Text Coded Value Domain Default Default
Domain_city Text Coded Value Domain Default Default

Domain_damage Short Coded Value Domain Default Default

= © o~ e h W N o

4 Domain Name Description Field Type Domain Type Split Policy Merge Policy || 4 Code Description
Domain_aciklama Text Coded Value Domain Default Default 1 Col
Domain_city Text Coded Value Domain Default Default 2 HevDam
Domain_damage Short Coded Value Domain Default Default 3 Dem

4 Slig

Figure 3. 10. Coded Value Domains (“Add Coded Value To Domain”, n.d.).

ODamage_Spatialloind - MyProject001 - ArcGIS Pro

il EODamage_Spatialloind X

Field: §3 Add [ Calculate  Selection: Cfig Select By Attributes 52 switch
city aciklama DamVal Select By Attributes
1 | HATAY HAFIF HASAR Slig IR
2 HATAY HAFIF HASAR slig EODamage_Spatiallaind
3 HATAY AGIR HASAR
4 HATAY AGIR HASAR
5  HATAY AGIR HASAR
ave X Remove
€ HATAY AGIR HASAR
7 HATAY AGIR HASAR saL 9
B [ LERLLES L Where |aciklama -|licequaite  ~ - x
9 HATAY AGIR HASAR 1-YIKIK
10 HATAY AGIR HASAR Add Clause 5 AGIR HASAR
11 HATAY AGIR HASAR T 3 - ACIL VIKTIRILACAK
. 4 - HAFIF HASAR
12 HATAY AGIR HASAR
= R ® Values
13 HATAY AGIR HASAR
Fields
14 HATAY AGIR HASAR
15 HATAY
16 HATAY
17 HATAY
18 HATAY ACIL YIKTIRILACAK
19 HATAY AGIR HASAR HevDam
20 HATAY HAFIF HASAR Slig
21 HATAY HAFIF HASAR Slig
22 HATAY YIKIK Col Aoy
23 HATAY AGIR HASAR HevDam
24 HATAY AGIR HASAR HevDar
25 HATAY AGIR HASAR HevDam
26 HATAY AGIR HASAR HevDan
== » 0of 160,122 selected

Figure 3. 11. SQL query for attribute management (“Add Coded Value To Domain”, n.d.).
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In our training data, the polygon class label representing the damage level is denoted by
variables ranging from 1 to the total number of classes. The coded value domain contains
both the database value (e.g., 1 for the damaged class) and a more user-friendly
description of what the value signifies (“Add Coded Value To Domain”, n.d.).This
improves the interpretability and user-friendliness of our data, making it easier to work
with and comprehend during the analysis and model training processes.

We can select features using attributes use this tool for creating a SQL query to choose

features from a layer or database that fulfill a selection criteria.

ArcGIS Pro offers another essential classification tool, called Label Objects for Deep
Learning, available in the Image Analyst extension. This tool proves to be invaluable
for our purposes, as it enables the labeling and preparation of imagery datasets for
exporting as training datasets according to our specific requirements and preferences

(“Label Objects for Deep Learning” n.d.).

Among the various data sources we have, the most significant and valuable one is the
point data, which was meticulously collected building by building in the disaster-
affected area. We are immensely grateful for the tremendous assistance provided by Yer
Cizenler, as they have contributed the four-staged damage data, which will play a pivotal
role in our study (Url-25).

By utilizing the Label Objects for Deep Learning Tool and incorporating the detailed
point data from Yer Cizenler, we can ensure the accurate labeling and preparation of our
imagery datasets, which is crucial for the success of our deep learning models in damage
identification and earthquake assessment. This collaboration and data contribution
enhance the effectiveness and reliability of our research in disaster management and

geophysical studies.
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Figure 3. 12. Results of attribute calculations.
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Figure 3. 14. Heavily Damaged data points received from Yer Cizenler NGO.
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Figure 3. 16. Demolished data points received from Yer Cizenler NGO.
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After collecting data points, we needed the building footprints to be labeled in our dataset.
Thankfully, the Humanitarian OpenStreetMap Team (HOTOSM) (HOT Export Tool, n.d.)
enables an open source that was done by the volunteer contributors to the MapRoulette
challenges of Yer Cizenler. This way, we could achieve recently adjusted building
footprints starting from February 7th to today over the pre-earthquake images taken from
("Spatial Join", n.d.).

Figure 3. 17. Four scales of damage points are merged.
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Figure 3. 18. Damage points and building footprints in Hatay, Antakya district.
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Imagery Characteristics and Limitations
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Figure 3. 19. Choosing the optimum imagery out of the options was crucial.
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Now, finally, we can label building footprints based on the damage points. Thanks to
ArcGIS Pro’s Spatial Joint Analysis Tool, recently adjusted building footprints are
determined as target features and merged damage point data as join features (“"Spatial
Join", n.d.). So, we create new labeled polygon data with the File Geodatabase Feature
Class type. But again, a new setback occurred. If we decided our match option was
intersect, we would lose a large amount of information, as seen in Figure 3.21.
Considering the fact that building footprints and building locations will not match 100%
due to the nadir angles, we had to find a reasonable match at the end. But the images we
used have different nadir angles, even though Maxar Technologies enabled us to capture
multiple images on multiple days after the earthquakes.

Figure 3. 20. Intersect option causes information loss.

57



RABSton § o o g WOETSS 0% v

yhan

°
\‘ 4
“\v

N,

..B &o@t! ‘: -
g > '
$ @

1 E LEEAAN
JHayrullan '{:ﬂ}.: Q(ij.. . Q» O

O AN o
. ™! o e’
o e

Figure 3. 21. Data loss due to intersection match (before and after selection).

To deal with this, we used the within-distance match option in the Spatial Joint Analysis
Tool rather than intersect. Thus, features of the target and joint sections will overlap within

a selected distance. So we tried this match within Im, 5m, 10m, 20 m, and further
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distances. When the distance was 1 m, it created a similar effect as when it intersected; a
10 m distance created more than 36 thousand building polygons, and a 5m distance created
more than 29 thousand building polygons. When we trained the model based on the labeled
data within a 10-meter distance, accuracy and other metrics became poorer. So, we decided
to opt longer distance matches at the expense of losing information and stick to 5m in the
Spatial Join Tool. Besides, even 10m would be a large distance, and values may change
drastically in a disaster-affected area considering the sizes and dimensions of the building

structures.

As a final challenge, particularly in Antakya district, Hatay province, we encountered a
problem where building footprints and the buildings on the imagery could not overlap.
Hatay imagery has the worst footprint mismatch among the three provinces we examined.
Even though we tried different post-earthquake images and used pretrained building
footprint extraction models in ArcGIS Portal Living Atlas, the results were very poor
compared to the hand-made, adjusted building polygons (ArcGIS Living Atlas of the
World, n.d.).

Figure 3. 22. An example of the best match of the building footprints in Hatay.
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Figure 3. 23. Kahramanmarag and Gaziantep province footprint match demonstration,
respectively.

As it is seen in Figure 3.22 and 3.23, Kahramanmaras and Gaziantep have better polygon
matches compared to Hatay province. The reason why Gaziantep is not chosen for the
model training is that, unfortunately, the affected area has an imbalanced damage
distribution, which will be demonstrated below (Figure 3.25).

60



Figure 3. 24. Blue polygons are chosen to move and displaced.

In our efforts to improve the dataset and align the polygons properly, we attempted
manual rotation for some polygons, as depicted in Figure 3.24. However, we soon realized
that this approach was impractical for thousands of polygons due to the sheer volume of
data. Furthermore, despite Hatay having a well-balanced class distribution, we faced
challenges with the image's usability. Specifically, we encountered problems with the
proper alignment of building polygons in the satellite images, as illustrated in Figure 3.22.
As a result, we had to exclude this particular image from our dataset, as it did not meet
the required alignment standards. Despite these challenges, we continued to refine the
dataset, focusing on other earthquake-affected regions and utilizing the most suitable
images with accurately aligned building polygons. Such efforts were crucial in ensuring
the dataset's quality and subsequently improving the accuracy and effectiveness of our
deep learning models in damage identification and earthquake assessment tasks. In the
end, no artificial building footprint model was as successful as the polygons drawn by
volunteer experts. Obviously, it was not a method to be pursued because it was not the
aim of this thesis. Moreover, considering the roof and the building types are locationally
quite similar in the provinces of Turkey, it was plausible to train the model in one city

and use this pre-trained model for other neighboring cities. And assuming that, our data
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Figure 3. 25. Damage level Distribution by earthquake affected cities.
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HevDam

Damage detection datasets are indeed among the most imbalanced datasets, primarily due

to the natural distribution of damage levels after an earthquake. The classes we are

interested in (e.g., severely damaged buildings) are typically a minority in the class

distribution compared to other classes (e.g., slightly damaged or undamaged buildings).

This imbalance can pose challenges during model training and may lead to biased

predictions.

To address this issue and improve class balance, various class balancing techniques can

be employed. Some common techniques include weighted random sampler, SMOTE

(Synthetic Minority Over-sampling Technique), and data augmentation. These methods

can help to balance the class importance fed into the model and mitigate the impact of

class imbalance.

9434

18958

8,170
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As depicted in Figure 3.25, it is evident that slightly damaged buildings are assessed more

frequently than other damage levels. Additionally, there is a noticeable inequality in the
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distribution between Gaziantep, Hatay, and Kahramanmaras provinces. Gaziantep seems to have

a considerably higher imbalance when compared to Hatay and Kahramanmaras.

While Hatay may exhibit the most balanced distribution, it is essential to consider the trade-offs
and potential loss of information in excluding certain regions from the examination. Each region
may present unique challenges and insights, and by utilizing appropriate class balancing
techniques, we can make the most of the available data and enhance the model's performance in

damage identification tasks.

Number of Damaged Buildings per City

Legend
HATAY 21.3% (34,131.0)
M GAZIANTEP 21.3% (34,089.0)
KAHRAMANMARAS 18.9% (30,305.0)
M SANLIURFA 13.7% (21,864.0)
ADIYAMAN 9.5% (15,184.0)
W MALATYA 9.0% (14,458.0)
OSMANIYE 3.9% (6,224.0)
B KiLis 1.3% (2,154.0)
DIYARBAKIR 1.1% {1,707.0)
W ADANA 0.0% (5.0)

Figure 3. 26. Number of damaged buildings per city.

Among all the damage assessed data points and their dispersion for ten cities, our focus and
concentration will be solely on the attributes within Kahramanmaras province. By
narrowing our analysis to this specific region, we aim to conduct a more targeted and in-
depth investigation of the damage assessment for the earthquake-affected areas, thereby
providing valuable insights for disaster management and recovery efforts in

Kahramanmaras.

160.122 polygons are selected within a 5m distance out of 1.575.244 polygon data points
that are gathered from HOTOSM for all provinces in total. Building footprint distribution
for within 5m, 10 m, and all the available polygons for the Antakya region for

demonstration is seen in Figure 3.28.
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Figure 3. 27. Damage Distribution in total.

Figure 3. 28. Green: all the footprints, orange: within 10m and yellow: within 5m distance.
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Figure 3. 30. Area of Interest (AOI) for Hatay Province.
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Figure 3. 31. Area of Interest (AOI) for Kahramanmaras Province.
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Figure 3. 32. Area of Interest (AOI) for Gaziantep Province.

Moreover, labeling some pixels by using the edges of the building footprints causes large
undefinable areas as background in the images. ArcGIS Pro establishes a label for

background, even though we did not mention that in the coded value domains.

The feature that is shown on the product and denotes the precise geographic scope of the
instance is called the area of interest (AOI). To be able to ignore the background pixels
and focus on the classes we would like more of, we choose to minimize the study area
and work on only the area of our interest (AOI). Area of interest is an easy option for
raster images with ArcGIS Pro tools. After we defined the feature class typed polygon
that represents the area of interest, we clipped the raster based on this target polygon.
Damage detection or classification datasets are one of the imbalance data types because
damaged or destroyed classes will be rare among other classes. It was logical to eliminate
the background class (index 0) that includes most of the classes in the dataset to make it

more balanced.
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Figure 3. 33. Before and after clipping the raster.

3.2.3 Export training data

At last, our data preprocessing will come to a final end. Thanks to ArcGIS’s Export Training
Data for Deep Learning (Image Analyst) Tool in Image Analyst toolboxes, for remote sensing
applications, we may convert labeled vector or raster data into deep learning training datasets.

(Figure 3.34). The output folder will contain image chips and metadata files in the format

specified.
Geoprocessing 0x
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Figure 3. 34. Export Training Data for Deep LearningTool (Abd-Elrahman,et.al., 2021).
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Maxar-originating satellite images are 8-bands images. We were able to produce the input
raster as a three-band, unsigned 8-bit raster using ArcGIS Pro's Export Training Data Tool.
The training data polygon shapefile (explained further in the Data Preparation section)
comprises several instances of each of the four classes in the input feature class or
categorized raster. The tool additionally requests the Class Value Field (damval feature
file in our coded domain values), which specifies which property of the input feature class
should be used as the label for each training feature. Actually, the class value field is the
most important part because we will use the domain-coded values here. And all the image

preprocessing was for assigning labels to the image batches.

Figure 3. 35. Image and masks tiles created in training dataset.

images = 28529 *3*256%256

Class feature statistics:

features = 80364

features per image = [min = 1, mean = 3.91, max = 38]
classes = 4

cls name cls value images  features min size mean size max size
Col 1 1616 3223 9.75 181.5@ 5153.99
HevDam 2 7216 16645 9.24 175.82 4980.66
Dem 3 1662 2742 5.6@ 186.96 6081.84
slig 4 17560 57754 2.ee 173.27 6103.46

Figure 3. 36. Training data statistics after exporting.
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Figure 3. 37. 256x256 tile sized image batches after all augmentations labeling for
Kahramaras satellite image.
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This powerful tool generates chips of images in desired sizes from the image and mask
tiles, as we wish in this study: 256 x 256. Here, we can decide the rotation degree and the
overlap tolerance based on the stride size of 128. Apart from other data augmentation
strategies, these two factors enhance the size of the training dataset, resulting in a
significant gain in classification accuracy in our experiment. The two tiles (referred to as
image and label tiles) relate to the same location, with the first a raster representing the
class value of the pixels based on the training polygons and the second the RGB values of
the input features. Text documents in the folder have a list of each image and label as tiff
files, as well as the statistics of the training dataset. This beneficial tool also creates
datasets, whether we use Pixel based classsification, Object Detection, RCNN Masks,
CycleGAN, or Panoptic Segmentation. We chose classified tiles to classify image chips

per input image chip, ready for pixel based classification and possibly change detection.
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s \oososnosd  lile mapping files in the Images
images\000000006. T1¥ 1abels\000000006. tiF 200058450 000053645 0G0SELEH": DODOSSEE
images\000000007.tif labels\000OBAOOT.tif output folder )
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Figure 3. 38
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In our attempt, we customized some parameters of this tool, as seen in Table 3.1. We
did not use the rotation angle option considering image augmentations will be used in
our customized training model. Also, for a richer result, we also created a 128x128 tile-
sized dataset with 64 strides. But the result after training was drastically different, so

we avoided using this version of the training dataset.

The best part of this tool is that it creates training datasets in any image format, such as
tiff, png, or jpg. The size and the stride distance for the x and y dimensions in the image
chips, the overlap ratio tolerated based on the stride, and the metadata option are some
of the benefits. The metadata mentioned here defines the output as one classified image
chip per input image chip. Because in this thesis we would use pixel based classification
for damage classification, classified tiles are the chosen format in the tool. This format
is also used for change detection when the output is one classified image chip from two

image chips.

3.2.4 Training

The arcgis.learn module in the ArcGIS API in Python makes it easy to address
challenging issues by quickly training a wide range of deep learning models on datasets.
Besides, ArcGIS API Python includes numerous deep learning models and supports
cutting-edge GIS and remote sensing workflows. These models also handle a wide range
of data formats, including feature layers, LIDAR, video, point clouds, bathymetric data,
and even tabular and free-form text data. The training process, as previously mentioned,
is done in an ArcGIS Pro Python API Jupyter Notebook using the arcgis.learn module
for specific requests. This module has Pytorch, Tensorflow, Keras, and Fastai support

with the Jupyter Notebook API, where we customized our training model.
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Table 3. 1. Parameters of the Export Training Data for Deep Learning Tool.

Tool Parameters

Description

Input raster
Input feature class

Class value field

Image format
Tile size xand y
Stride size x and y

Metadata Format

Rotation angle

Minimum polygon overlap ratio

Cell size

Reference System

Maxar 3 band 8 bit imagery
Merged and labeled building footprints

Damage level field taken from coded

domain values [1-4]
Tiff format (jpeg, png, mrf is also possible)
256, 128
128, 64

Classified Tiles for semantic segmentation

and pixel based classification
The default rotation angle 0 is used

The default value 0 is usewd, which means

that all features will be included.

Resolution is chosen same as the clipped

raster

Map space is used (pixel space is possible)
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arcgis.learn

Figure 3. 39. arcgis.learn is a powerful module (Singh, 2021).

export training data function

Data
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PSPNet Classifier

Pixel
Classification — DeepLabV3
Methods

L MMSegmentation

MaxDeepLab

Figure 3. 40. arcgis.learn module methods and models.

The ArcGIS API for Python has the arcgis.learn module and its Data Preparation
Methods, such as exporting training data and preparing data. The previously mentioned
export training data can be utilized prior to training the dataset. If desired, adjustments
can be made to the path of the pretrained model. This includes parameters like chip size,
stride size, the percentage split between training and validation datasets, batch size,
among others. Also, to make the dataset more balanced, we used the weighted random
sampler function from PyTorch to weight the classes according to their numbers in the
dataset and used various transformations via Fastai background. This way, low
participation is encouraged, and the importance of the majority of the classes in the
dataset is decreased in the model. For custom model and data preparations, using Jupyter
Notebook in ArcGIS Pro was more beneficial to control the situation. Custom-made
data preparation options we preferred are listed below (Table 3.3).
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Table 3. 2. Outputs after using of the Train Deep Learming model Tool.

Training outputs

Explanation

dipk

emd
Loss graph
Optimum learning rate
Per class metrics

Ground truth/ prediction image

Deep learning package available for

ArcGIS after model training

Esri model definition JSON file (.emd)

Train and validation loss graph

Optimum learning rate for the model

Output as table

As png images

. ModelCharacteristics
b ArcGISImageClassifier.py

) model_metrics.html
i unetres34.dipk
B unetres34.emd
m unetres34.pth

loss_graph.png

show_results.png

Figure 3. 41. Outputs of the Train Deep Learming model Tool.
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Table 3. 3. Parameters we used in our custom model.

Tool Parameters

Description

Path
class_mapping
chip_size
stride_size
val_split_pct
batch_size

train transforms

validation transforms
dataset_type

Metadata

cell size

learning rate

epochs

model_type

backbone_model

monitor

Our data directory path
We used 4 damage classes
Image size 256x256 and 128x128 in x and y direction
128x128 and 64x64 in x and y direction
20 % of the training dataset is validation
42and 1

Rotate 30 degrees with 0.5 percentage,
Crop size 256
Brightness change in scale btw from 0.4 to 0.6,
Conrast change in scale btw from 1.0 to 1.5,

Random zoom change in scale btw from 1 to 1.2
Crop size (256)
Classified Tiles
Clasified Tiles. This option will output one classified
image chip per input image chip in pixel based
classification.

Same resolution with raster (31cm)

The optimal learning rate for training the model is
automatically determined.

100 for PSPNet, 50 for others

UnetClassifier, PSPNetClassifier, DeepLabV3,
MMSegmentation,

Resnet34, resnet50, resnext50,densenet 121,

Dice and focal loss besides train and validation loss
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4. RESULTS AND DISCUSSION

In this section, we delve into the implementation particulars of the experiments carried
out within the context of the thesis. We elaborate on the data augmentation strategies
employed, encompassing techniques like rotation, cropping with stride, brightness and
contrast adjustments, and random zoom, all aimed at augmenting the dataset's diversity
and scale for training machine learning models. Furthermore, we provide an outline of
the training specifics, including batch sizes, data types, cell sizes, and image
dimensions. The backbone models employed, namely ResNet34, ResNet50,
ResNeXt50, and DenseNet121, are introduced, along with their respective training
durations and the loss functions employed (dice and focal loss). Additionally, we
address the automatic determination of the optimal learning rate for training. Lastly,
we discuss the evaluation metrics employed to assess the experiments' performance,

culminating in an overview of the experiment results.

4.1 Inference

To obtain the desired output, we can leverage the trained models to utilize ArcGIS Pro
tools such as Detect Objects Using Deep Learning, Classify Pixels Using Deep
Learning, or Classify Objects Using Deep Learning. These advanced technologies
allow us to generate final raster image results and facilitate interpretation. In this
experiment, our focus will be on pixel based classification. The objective is to create a
classified raster in which each pixel is assigned to a specific class or category. To
accomplish this, we will employ the Classify Pixels Using Deep Learning Tool
available within the Image Analyst toolbox in ArcGIS Pro (“Classify Pixels Using
Deep Learning”, n.d.).

For final interpretation, we used inference tools in ArcGIS Pro, and with 0.94 accuracy,
the DeepLabV3 ResNet 34 model gave us pixelwise prediction results as an example
in the Figure 3.42. Red pixels correspond to damaged classes, and orange pixels
correspond to heavily damaged classes. As we can see in Figure 3.43. b., our inference

shows that prediction matches the attained damage points with high accuracy.
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Figure 3. 42. Results of Classify Pixels Using Deep Learning Tool in Antakya District.

In Figure 3.42., Hatay Province is seen as through ArcGIS Pro's inference capabilities,
particularly utilizing the UNet-ResNet model for image segmentation, have played a
crucial role in a comprehensive study focusing on damage assessment. For damage
assessment in Hatay Province, UNet-ResNet 34 emerged as the primary model of
choice. This model was utilized to segment and classify damaged structures and
infrastructure in the aftermath of seismic events, providing valuable insights into post-
disaster response and recovery efforts. This approach delivered accurate and actionable
insights, contributing to the province's resilience and sustainable development in the

face of its unique geospatial challenges.
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Figure 3. 43. a) Red areas: predicted damaged areas, orange: heavily damaged, yellow:

slightly damaged areas.

b) Predicted pixel around damaged points (blue) and heavily damaged points (purple).
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4.2 Implementation details

For training the models, we prepared customized training datasets from different
earthquake-affected regions with different sizes to enrich our experiment results. The
images are resized to 256x256 image chip sizes with 128 stride sizes and 128x128 chip
sizes with 64 stride sizes, and the latter was found to be too small for training and
decreased the model accuracy. Even though the model was trained for more than 30
hours, the results were very poor and hard to interpret, so we left this option behind
(Figure 4.11-4.12). The batch sizes used during training are set to 4, 2, and 1, based on
the GPU memory error encountered. The data type used for the model training is
"Classified Tiles," with each tile having a cell size of 31 cm. The training is performed
for 100 epochs for the PSPNet architecture models and 50 epochs for the Unet and
DeepLabV3 models. The loss functions used are dice loss and focal loss, in addition to
the standard train and validation losses. The backbone models used are ResNet34,
ResNet50, ResNeXt50, and DenseNet121. The optimal learning rate for training the
model is determined automatically thanks to the arcgis.learn module in the ArcGIS Pro
Python API. The model is trained to classify the images into four damage classes:

damaged, heavily damaged, needs demolished, and slightly damaged.

Data augmentation involves, in the Pytorch library, applying various transformations
such as rotation (30 degrees with 0.5 probability), cropping size 256 with a stride size of
128x128 in both x and y directions, brightness adjustment (scale between 0.4 and 0.6),
contrast adjustment (scale between 1.0 and 1.5), and random zoom (scale between 1 and
1.2) to increase the diversity and size of a dataset for training machine learning models.

Additionally, 20% of the training dataset is reserved for validation.

4.3 Evaluation Metrics

Evaluation metrics play a vital role in the context of pixel based classsification in the
deep learning. By assessing how well the model classifies individual pixels in an image,
evaluation metrics offer valuable insights into its accuracy, precision, recall, and overall
effectiveness. Pixel based classsification, which involves assigning class labels to each
pixel in an image, is a fundamental task in semantic segmentation. The ability to
accurately evaluate the performance of such models is crucial for determining its
potential deployment in real-world applications, comparing and selecting the model,

tuning hyperparameters such as learning rates, batch sizes, and layer configurations, and
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optimizing the model's performance. Commonly used evaluation metrics for pixel based
classsification include Intersection over Union (loU) or Jaccard Index, mloU (mean
Intersection over Union), Dice coefficient, accuracy, precision, recall, and F1-score.
Each metric provides valuable information about different aspects of the model
performance, allowing researchers to gain a comprehensive understanding of its

strengths and weaknesses.
4.3.1 Precision and recall

Precision measures the proportion of true positive predictions (correctly classified
positive pixels) out of all the positive predictions made by the model (both true
positives and false positives). In other words, it represents the accuracy of the positive
predictions. A high precision indicates that the model is making fewer false positive
errors, which is essential in applications where misclassifying positive pixels can have

significant consequences.
Precision = True Positives / (True Positives + False Positives) (4.2)

Recall (also known as Sensitivity or True Positive Rate ) measures the proportion of
true positive predictions made by the model out of all the actual positive pixels in the
ground truth. In other words, it represents the model's ability to correctly identify
positive pixels, regardless of how many false negatives (misclassifying actual positive
pixels as negatives) are present. High recall is crucial in applications where it is
essential to detect as many positive pixels as possible, even if it means tolerating some

false positives.

Recall = True Positives / (True Positives + False Negatives) (4.2)

4.3.2 F1score

F1-score, is an evaluation metric used to assess the performance of classification
models, particularly in binary classification tasks. It is a harmonic mean of precision
and recall, providing a balanced measure of the model's performance, especially when

dealing with imbalanced datasets.

F1-score = 2 * (Precision * Recall) / (Precision + Recall) (4.3)
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The F1-score is commonly used in scenarios where both false positives and false
negatives are equally important, and there is a need to strike a balance between them. It
is widely used in various applications, such as information retrieval, medical diagnosis,
and sentiment analysis, where class imbalance and classification accuracy are critical

considerations.
4.3.3 Mean Intersection over union

Mean Intersection over Union (mloU) is a popular evaluation metric used in semantic
segmentation tasks, including pixel based classsification in deep learning. It measures
the accuracy of a model's pixel-level predictions by calculating the overlap between the
predicted segmentation masks and the ground truth masks for each class and then taking
the average across all classes.

To calculate mloU, first, the Intersection over Union (loU), also known as the Jaccard

Index, is computed for each class as follows:

loU (Class) = (True Positives for the Class) / (True Positives + False Positives + False
Negatives for the Class) 4.4

Then, mloU is obtained by averaging the loU values over all the classes present in the

dataset:
mloU = (loU (Classl) + loU (Class2) + ... + loU (ClassN)) / N (4.5)

Where N is the total number of classes.

mloU is particularly useful for tasks where class imbalance is present since it takes into
account both false positives and false negatives, providing a more balanced measure of
the model's performance. A higher mloU value indicates that the model's predicted
segmentation masks better align with the ground truth masks, suggesting better overall

performance in pixel based classsification and semantic segmentation tasks.

4.4 Results

As it was mentioned earlier, we conducted many experiments for the sake of making the
dataset more balanced, finding the optimum match between the data resources, or
optimizing the model. This section covers the various experiments used to compare the

models in this study.
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4.4.1 Experiment-1: Unet architecture for Kahramanmaras province

The first experiment focuses on evaluating the Unet architecture for image segmentation using
the dataset from Kahramanmaras province imagery because Unet is a widely-used encoder-

decoder neural network designed for semantic segmentation tasks. The experiment involves

Table 4. 1. Experiment of Unet ResNet-34 Architecture for 256x256 sized image.

Heavily ) Slightly
ResNet34 Background Collapsed Demolished
Damaged Damaged
precision 0.960 0.775 0.754 0.751 0.764
recall 0.976 0.554 0.644 0.535 0.686
fl 0.968 0.646 0.695 0.625 0.723
miou 0.937 0.0672 0.292 0.062 0.535

training the Unet model on images of size 256x256 pixels from the Kahramanmaras
province dataset with a stride of 128, which controls the step size of convolutional filters

during feature extraction and impacts the spatial dimensions of the output feature maps.

Analysis of the model per class metrics:

Model Backbone Learning Train Valid Accuracy Dice Total
ode

Rate loss loss loss time

UnetClassifier ResNet34 1.096e- 0.1098 0.1970 0.9421 0.6593 16
04 hours

As seen in Table 4.1, background pixels always have a higher percentage in metrics
because the unlabeled areas in the images outnumbered the labeled areas, even though

we avoid this by only using areas of interest in our custom datasets.

Table 4. 2. Experiment of Unet ResNet-34 Architecture for 256x256 sized image.
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Figure 4. 1. Loss functions of the Unet ResNet-34 Architecture.

It is important to note that although we wanted to investigate additional encoders like
ResNet-50, we were unable to do so due to GPU memory issues that we experienced
when doing our tests. Despite these difficulties, UNet and ResNet-34 worked together
to help us accomplish our study goals, demonstrating the potential of these models for

better disaster management.
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Figure 4. 2. Experiment of Unet ResNet-34 Architecture for Pixel based classsification

(Ground Truth and Predictions are portrayed).
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4.4.2 Experiment-2: DeepLabV3 architecture for Kahramanmaras province

As below, we demonstrated all the visual and numeric results with all the details by

showing the DeepLabV3 model as an example.

DeepLabV3 Model Metrics

Table 4. 3. Metrics results for the DeepLabV3 architecture with ResNet34 encoder.

Heavily ] Slightly
ResNet34 Background Collapsed Demolished
Damaged Damaged
precision 0.869 0.850 0.863 0.815 0.869
recall 0.639 0.711 0.678 0.770 0.639
fl 0.737 0.774 0.760 0.791 0.737
miou 0.083 0.347 0.084 0.623 0.083

Table 4. 4. Metrics results for the DeepLabV3 architecture with ResNet50 encoder.

Heavily ] Slightly
ResNets0  Background  Collapsed Demolished
Damaged Damaged
precision 0.9007 0.868 0.890 0.863 0.9007
recall 0.706 0.796 0.780 0.802 0.706
fl 0.792 0.830 0.831 0.831 0.792
fl 0.792 0.830 0.831 0.831 0.792
miou 0.098 0.400 0.102 0.686 0.098
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Table 4. 5. Metrics results for the DeepLabV3 architecture with ResNext50 encoder.

Heavily ] Slightly
ResNext50 Background Collapsed Demolished
Damaged Damaged
precision 0.861 0.853 0.862 0.826 0.861
recall 0.646 0.719 0.715 0.758 0.646
fl 0.738 0.780 0.782 0.791 0.738
miou 0.087 0.349 0.090 0.623 0.087

Table 4. 6. Metrics results for the DeepLabV3 architecture with DenseNet121

encoder.
Heavily ] Slightly
ResNet121 Background Collapsed Demolished
Damaged Damaged

precision 0.673 0.561 0.524 0.604 0.673
recall 0.113 0.174 0.096 0.277 0.113
fl 0.194 0.265 0.162 0.380 0.194
miou 0.007 0.045 0.006 0.193 0.007

When training the Dense 121 encoder, we trained with fewer epochs because we
accepted the early epoch as true and the metrics were poorer, while other DeepLabV3

encoders had 50 epochs, so we got better results.

87



Table 4. 7. Hyperparameters of the DeepLabV3 architecture.

Backbone Learning Train Valid Accuracy Dice Total

Model ) Model
Rate loss  loss loss time

DeepLabV3  ResNet34  2.51e-03 0.163 0.133 0954  0.747 15 DeeplLabV3
hours

DeepLabV3  ResNet50 2.08e-03 0.142 0.132 0954 0.746 25 DeeplLabV3
hours

DeepLabV3  ResNext50 1.73e-03 0.129 0.113 0964 0.808 25 DeepLabV3
hours

DeepLabV3 DenseNet121 1.44e-03 0.352 0.289 0901 0.279 15 DeeplLabV3
hours
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Figure 4. 3. Experiment of DeepLabV3 ResNet 34 Architecture for Pixel based
classsification.
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Figure 4. 4. Experiment of DeepLabV3 ResNet50 Architecture for Pixel based
classsification.
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Figure 4. 5. Experiment of DeepLabV3 RexNet50 Architecture for Pixel based
classsification.
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Figure 4. 6. Experiment of DeepLabV3 DenseNet121 Architecture for Pixel based
classsification.
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The key advantage of DeepLabV3 is its capacity for exact pixel-level segmentation

through the use of arous convolution, which enables it to capture delicate picture

information at various scales without noticeably raising computational complexity. In

this study, this architecture excels in feature extraction when used in conjunction with

the ResNet50 encoder, ensuring precise detection and delineation of damaged zones in

satellite data following seismic events. In this thesis, the importance of choosing the

right model for this crucial task is emphasized, and DeepLabV3's efficacy in this context

is highlighted, especially in the context of the Kahramanmaras earthquake research.
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Figure 4. 7. Loss functions of the DeepLabV3.

93



B Col 8 Dem

HevDam R Slig

Figure 4. 8. Experimental results of the DeepLabV3 architecture.
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4.4.3 Experiment-3: PSPNet architecture for Kahramanmaras province

The experiment involves using the PSPNet model with ResNet34 and ResNet50
backbones. The learning rate for the ResNet34 backbone is set to 1.000e-03, while for the
ResNet50 backbone, it is set to 6.918e-04. The training dataset used is customized and
derived from the Kahramanmaras Province, with a chip size of 256x256 and a stride size

of 128. During training, a batch size of 4 is used.

Analysis of the model per class metrics:

Table 4. 8. Metrics results for the PSPNet architecture with ResNet34 encoder.

PSPNet ResNet34 Collapsed Heavily Damaged Slightly
Damaged Damaged
precision 0.710 0.716 0.769 0.716
recall 0.381 0.472 0.348 0.532
fl 0.496 0.569 0.479 0.611
miou 0.038 0.196 0.033 0.401

Table 4. 9. Metrics results for the PSPNet architecture with ResNet50 encoder.

PSPNet ResNet50 Collapsed Heavily Damaged Slightly
Damaged Damaged
precision 0.865 0.807 0.825 0.797
recall 0.483 0.639 0.590 0.647
f1 0.620 0.713 0.688 0.714
miou 0.064 0.294 0.071 0.523
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Table 4. 10. Hyperparameters of the PSPNet architecture.

Model Backbone  Train Valid  Accuracy Diceloss Total

Loss Loss Time

PSPClassifier ResNet34 0.6275 0.2330 0.9228 0.5289 25 hours

PSPClassifier ResNet50 0.4989 0.2469 0.9427 0.6809 28 hours

For precisely identifying damaged areas in satellite photos, PSPNet excels at capturing
contextual data at various sizes. In our study, we used PSPNet along with several
encoders, such as ResNet-34 and ResNet-50. Notably, our research showed that using
ResNet-50 as the encoder consistently outperformed other setups, resulting in higher

damage assessment accuracy.

This result demonstrates how crucial it is to choose the optimum encoder architecture in
the context of disaster management. The most efficient combination, providing improved
precision and granularity in damage assessment, was PSPNet with ResNet-50. Together
with UNet and DeepLabv3, these models make it easier to automatically identify and
classify affected regions, delivering priceless information to support decision-makers in

responding to and managing natural disasters' after effects.
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Figure 4. 9. Experiment of PSPNet ResNet34 Architecture for Pixel based
classsification.
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Figure 4. 10. Experiment of PSPNet ResNet50 Architecture for Pixel based classsification.
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4.4.4 Experiment-4: Kahramanmaras experiment for 128x128 chip size

As we mentioned earlier in the data preparataion part, some building footprints could

not match very well. Even only this problem caused a very poor metric results.

images = 69825 *3%*128%128

Class feature statistics:

features = 164773

features per image = [min = 1, mean = 2.36, max = 19]
classes = 4

cls name cls value images  features
col 1 4551 7099
HevDam 2 20990 34543
Dem 3 4171 5718
Slig 4 55787 117413

Figure 4. 11. 128x128 image size with 64 stride image chips and statistics of the training

dataset.
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Figure 4. 12. Ground truth and predictions for Unet ResNet34 Architecture
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445 Experiment-5: Hatay experiment for 256x256 chip size

Hatay Province had the most unfavorable satellite images for our building footprints
drawn by volunteer experts. As it is mentioned in Preparation of the Training Data
section, many of our efforts were insufficient even though we tried to use the building
footprint extraction deep learning models from living atlas website (ArcGIS Living
Atlas of the World, n.d.).

images = 14489 *3%*256%256

Class feature statistics:

features = 58963

features per image = [min = 1, mean = 4.87, max = 67|
classes = 4

cls name cls value images  features
Col 1 3273 7640
HewvDam 2 9588 29164
Dem 3 1532 2388
slig 4 8573 19771

Figure 4. 13. Statistics of the Hatay dataset.

In this comprehensive study conducted in Hatay Province, advanced tools like ArcGIS
Pro and its cutting-edge architectural model, such as UNet, were utilized. The primary
objective was to delve into the intricate process of damage assessment, particularly in
the context of earthquake-affected regions. Notably, Hatay Province posed distinct
challenges, particularly concerning satellite imagery quality, arising from
inconsistencies in building footprints drawn by volunteer experts. Despite persistent
efforts, even basic models like Unet-Resnet 34 faced GPU memory errors after a
month of optimization attempts for Hatay Province, emphasizing the complexity of the
task. However, the persistent building footprint mismatch remained a substantial
hurdle, highlighting the intricate nuances of real-world data challenges in damage

assessment.
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Figure 4. 14. Unet Resnet34 Architecture for Hatay dataset.
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Figure 4. 15. DeepLabV3 ResNet34 Architecture for Hatay dataset.
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4.5 Discussion

This thesis, carried out using ArcGIS Pro and multiple architectural models such as
UNet, DeepLabV3, and PSPNet, yielded valuable insights into the process of damage
assessment. As anticipated, DeepLabV3, employing various backbones, demonstrated
the most favorable metrics and visual outcomes. By examining earthquake-affected
cities, namely Kahramanmaras, Hatay, and Gaziantep, this study sheds light on the
challenges and possibilities associated with implementing such methodologies in
diverse scenarios. The examination of the three cities, which were impacted by the
Kahramanmarag earthquake sequence, revealed the difficulties and opportunities in
adopting these methodologies across various scenarios. While the results in
Kahramanmaras showed promise with well-matched building footprints and images,
Hatay and Gaziantep presented certain limitations due to data distribution mismatches
and imbalanced damage data. These findings underscore the importance of future
research and methodological advancements to address the unique characteristics of
each location. As mentioned earlier, Hatay Province had the most unfavorable satellite
images because of the overlap between the building footprints drawn by volunteer

experts.

As observed in the table, the metrics consistently show a higher percentage of the
background pixels. This is primarily due to the larger number of unlabeled areas in the
images compared to the labeled areas, despite our efforts to mitigate this issue by

exclusively utilizing regions of interest in our custom datasets.

Also, after more than a month of trying to optimize the accuracy for Hatay province,
our hardware system started giving GPU memory errors even for the simplest models,
such as the Unet-Resnet 34 architecture. We simply tried to give the optimum results
with the best imagery and the data we had. The imagery data source has been decided
on as Kahramanmarag, and we simply tried the most beneficial models with the best
metric results. The DeepLabV3 architecture especially with the ResNet50 encoder
gave us the best and the richest visual and numeric results. As we mentioned earlier,
the mismatch of the recently adjusted building footprints made it impossible for the
model to learn the classes. Because of this mismatch, the building footprint attains a
pixel area that is heavily damaged, but in reality, these pixels represent a rail road and

vice versa.
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And based on these, tiling images as 128x128 with stride 64 gave quite poor results
after training (as seen in Figure 4.10). We kept the 256x256 chip size and applied
various models for the training. One of the best parts of the ArcGIS Pro Deep Learning
tool is that we can see results for each class separately by default. loU is the predicted
segmentation's area of overlap divided by the predicted segmentation’s area of union.
For binary (two classes) or multi-class segmentation, the mean loU of an image is
obtained by averaging the loU of each class. Most of the pixels are background due to
the uneven representation of the damage classes in the mean intersection over union
(mloU), despite the fact that we eliminated this scenario by focusing on our custom
Area of Interest (Aol). Also, the nadir angles that were used to draw the building from
pre-disaster imagery created a shift in the post-disaster imagery. These setbacks might
have caused false positives and low mloU values for damage classes, unlike the
background class, which always has more than 0.95 mloU values (Table 3.4). Besides,
PSPNet classifier models did not produce the successful outcomes. So we did not

prefer to pursue other backbones and consume more time for this architecture.

Also, it is successfully developed a comprehensive dashboard as an outcome of this
research conducted under the TUBITAK 2210-D scholarship, utilizing cutting-edge
Esri technologies for this MSc thesis. This dashboard can be accessed via an intelligent
URL, as seen in Url-24 and the QR code of the intelligent link is seen in Figure 4.16,
which presents to users two distinct links leading to separate dashboards. These
dashboards were generated to cater to both mobile devices and desktop users, ensuring
a seamless and optimized user experience. The primary tool employed in the creation
of these dashboards was ArcGIS Maps, Dashboards, and Experience Builder. This
innovative platform offers a revolutionary approach to building web applications,
featuring a user-friendly drag-and-drop interface that empowers users to effortlessly
craft robust information products. Within this unified web experience, various
elements are integrated, such as text, media, multiple maps, surveys, and diverse
content types. What sets ArcGIS applications like Experience Builder apart is its
adaptability and mobile friendliness, as it equips users with the tools necessary to fine-
tune their applications for desktop, tablet, and mobile views.
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5. CONCLUSION

The aim of this thesis is to explore the applicability of diverse deep learning techniques,
assess their precision in identifying structurally damaged buildings, and leverage satellite
imagery alongside diverse open-source spatial data for enhancing earthquake studies. This
master's thesis has successfully explored the integration of remote sensing, computer
vision, and earth observation techniques for geophysics and earthquake studies, focusing
on damage assessment in the aftermath of earthquakes. By leveraging satellite imagery
and pixel-based classification methods, computer vision has demonstrated its potential for

rapid and accurate disaster management.

The investigation, carried out using ArcGIS Pro and multiple architectural models such
as UNet, DeepLabV3, and PSPNet, provided useful insights into the damage assessment
process. As expected, DeepLabV3 with various backbones gave us the best metrics and
visual results. Through the examination of earthquake-affected cities, including
Kahramanmaras, Hatay, and Gaziantep, the study shed light on the challenges and
opportunities associated with implementing such procedures in various scenarios. The
examination of three cities damaged by the Kahramanmaras earthquakes, namely
Kahramanmaras, Hatay, and Gaziantep, has revealed the difficulties and opportunities of
adopting such procedures in various scenarios. While results of the Kahramanmaras
Province with well-matched building footprints and images were promising, Hatay and
Gaziantep revealed certain limitations due to mismatched data distributions and
imbalanced damage data. These findings emphasize the significance of future study and
methodological development to address the unique characteristics of each location.

Collaboration among researchers, disaster management agencies, and data providers such
as Yer Cizenler NGO and Humanitarian OpenStreetMap can also improve the interchange
of knowledge, data, and resources, resulting in more comprehensive and efficient disaster
response activities, as we aimed in this thesis. Finally, this thesis serves as a step toward
realizing the potential of remote sensing, computer vision, and earth observation in
geophysics and earthquake research. It adds to the expanding body of knowledge in the
field of disaster management by addressing the obstacles and highlighting the
opportunities, and it sets the way for future improvements that will assist in limiting the
impact of the earthquakes and enhancing response techniques. Through constant research
and innovation, we may aim toward a safer and more resilient future in the face of the

natural disasters.
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ArcGIS Pro offers diverse visual representation options, particularly beneficial for
remote sensing tasks. It provides advanced tools for visualizing and analyzing remote
sensing data, including 2D and 3D images. Additionally, ArcGIS Pro supports the
integration of visualizations, such as graphs and charts, into GIS workflows. By
incorporating visual representations of data, users can effectively communicate complex
information and trends, enabling better decision-making and collaboration. The ability to
visualize remote sensing data in different dimensions can enhance the analysis and

interpretation of deep learning results, facilitating insights and discoveries.

ArcGIS Pro integrates with GIS data, allowing the merging of geographical data with
deep learning models. This integration enables spatially aware predictive modeling,
taking advantage of the capabilities of deep learning algorithms for geospatial analysis
and mapping applications. Furthermore, the API provides data preparation features, such
as data augmentation and feature extraction, that are especially tuned for geographical
data and might be useful for deep learning applications in the GIS domain.

However, while ArcGIS Pro supports deep learning, it is not primarily designed as a
dedicated deep learning framework. As a result, several sophisticated capabilities and
optimizations available in specialist deep learning frameworks such as PyTorch or
TensorFlow may be missing. This constraint has the potential to restrict the flexibility
and customization choices available for deep learning models, such as pre-trained
models. It may not support the latest state-of-the-art deep learning architectures and
techniques. Furthermore, it may not deliver optimal performance for computationally
expensive deep learning applications, particularly those requiring high-speed computer
resources like GPUs. This can result in slower training and inference times compared to
specialist deep learning frameworks. Additionally, dependency on the ArcGIS ecosystem
might be a disadvantage for developers who are not mainly focused on GIS-related jobs,
as it may necessitate additional setup, dependencies, and expertise with ArcGIS tools and
concepts. For example, some data types (JSON, etc.) are not directly supported in every
tool in the ESRI software system, which can lead to additional data correction or

preprocessing steps.
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APPENDIX

APPENDIX A: ArcGIS Pro Deep Learning Tutorial

Geoprocessing v B X
© Export Training Data For Deep Learning @
Parameters Environments @

Input Raster

‘ Kahramanmaras_Clipped_Raster w |

Additional Input Raster
Qutput Folder
[ Diarcgis project\MyProjectThesis\kmdata\clip128_128_stro4_180deqg l

Input Feature Class Or Classified Raster Or Table

‘ Damage_Spatialloin ¥ |
Class Value Field

‘ DamageValue ‘-ﬁ)}
Buffer Radius D|
Input Mask Polygons

‘ - |

Image Format

| TIFF format v

Tile Size X | 128|
Tile Size Y | 128
Stride X | 64|
Stride Y | 64|
Rotation Angle ‘ 1BD|

Reference System

‘ Map space v
E] Qutput Mo Feature Tiles

Metadata Format
| Classified Tiles |

(») Run ~

iy

Geoprocessing | History Catalog Symbology
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Geoprocessing

G, Train Deep Learning Model

Parameters Environments

Input Training Data

Darcgis project\MyProjectThesis\kmdata

Output Model

Mew Folder

Max Epochs

¥ Model Parameters
Model Type

U-Met (Pixel classification)

Batch Size

Model Arguments
MName

Value

class_balancing

True

mixup

True

focal_loss

True

ignore_classes

0

chip_size

256

monitor

valid_loss

¥ Advanced
Learning Rate

Backbone Model

0.001

ResNet-34

Pre-trained Maodel

Validation %

20

Stop when model stops improving

Freeze Model

Geoprocessing | History Catalog
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Geoprocessing v O X

© Classify Pixels Using Deep Learning &)

Parameters Environments @

Input Raster
Kahramanmaras_Clipped_Raster v |

Output Raster Dataset
KM_Clip_Resnet34

Model Definition
D\arcgis project\MyProjectThesis\kmdata\clip256_128\models\unetres34\unetres34.dipk

Arguments

Name Value
padding G
batch_size 4
predict_background False
test_time_augmentation False
tile_size 256

Geoprocessing History Catalog
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APPENDIX B: ArcGIS Pro Train Deep Learning Model (Image Analyst) Outputs

UnetClassifier Ground Truth / Predictions
Backbone: resnet3d
Learning Rate: 1.0965¢-04

Training and Validation loss

35 1

—— Train
~— Validation

3.0 1

2.5 4

2.0 1

§

15 4

1.0 9

Ead N‘«T

o.o R T T L T T

0 50000 100000 150000 200000
Batches processed
Analysis of the model

Per class metrics:

{ | NoData.  CollHevDam Dem|  Slig
[prectsion0.96095610.775086{0.75426110.751958{0.764346|
| recall [[0.97630310.554103{0.6444620.53%034/0.686786)
[ n [0.968356910.6462250.6950520.6252140.723493]
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DeepLab

Backbone: resnet3d

Learning Rate: 2.5119¢-03

Training and Validation loss

= Train
—— \alidation

2.0 4

15 1

§
1.0 1
0.5 4
6 50000 100'000 150'000 200'000
Batches processed
Analysis of the model

Per class metrics:

"NoData|  Col[HevDam| Dem|  Shig

[precision 0.969252/[0.5691450.850190//0.863835[0.815068

recall_[0.9806470.639911 0711707 0.678655/0.770059

n

0.974932)[0.737117)0.774810/[0.760129]0.791925
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DeepLab
Backbone: timm:gluon_resnextS0_32x4d

Learning Rate: 1.7378¢.03

Training and Validation loss
e Train
—— \alidation
2.0 4
15 4
§
1.0 1
054
0 50000 100000 150000 200000
Batches processed
Analysis of the model
Per class metrics:
[ NoData Coli’He\‘Dlm_ Drml Slig
[precision 0.974668 0.900797/0.868658 [0.89088+4(0.563037
[ recall [0.984745[0.706823/0.796001 [0.780220/0.802756
| n [0.9796810.792108{0.830744]0.8318880.831806)
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DeepLab

Backbone: resnet50

Learning Rate: 2.0893¢-03

Training and Validation loss

2.0 4

154

Loss

101

0.5 1

— Train
~ Validation

0 50000 100000 150000 200000

Batches processed

Analysis of the model

Per class metrics:

I NoData| _ CollHevDam| Dem| Slig

[precision 10.968606/0.861367, b.s.i.i's'ol' o.'srszfvd[d»_s:»ss’é'rf

| recall [0.9519930.646865(0.719189 bﬁ‘:‘i?éé?fdﬁik’sii’s“i

[ n o.075254)0.738863(0.7807730.752381(0.791066
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Ground Truth / Predictions

DeepLab
Backbone: densenet121
Learning Rate: 1.4434¢-03

Training and Validation loss

2.25 - — Train

—— Validation
2.00 1
1.75 1

1.50 1

Loss
—
N
w

1.00 -

0.75 1

0501 M

0.25 1

0 20000 40000 60000 80000 100000 120000 140000
Batches processed

Analysis of the model

Per class metrics:

| “ NoData“ Col”HevDam” Dem” Sligl
Iprecision||0.912974//0.673794/0.561782(/0.524802]0.604091]
| recall [0.982298]0.113609]0.174174]0.096316]0.277877
| 1 [0.946368]0.194434]0.263907]0.162761]0.380636]
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PSPNetClassifier

Ground Truth / Predctions

Backbone: resnet3d
Learning Rate: 1.0000¢-03

Training and Validation loss

—— Train

~—— Validation
3.0 1

2.5 1

2.0 1

Loss

154

1.0 1

0.5 4

0 25000 50000 75000 100000 125000 150000 175000 200000
Batches processed

Analysis of the model

Per class metrics:

! NoData| _ ColHevDam| Dem| Slig

‘precision 0.941975/[0.710384[0.716778/[0.769645(0.716280

“recall [0.977214]/0.381703]0.472078 [0.348349]0.532885!
f1  [0.959271]j0.496659]0.569899 (0.479618/0.611120
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PSPNetClassifier

Ground Truth / Predictions

Backbone: resnetS0
Learning Rate: 6.9183¢.04

Training and Validation loss

— Train
-~ Validation
104
0.8 1
§
061
0.4 1
«\V\»M/ww} e
0'2 L v T T T T
0 100000 200000 300000 400000
Batches processed
Analysis of the model

Per class metrics: :
; | NoData|  Col[HevDam|  Dem|  Slig
j0.955750] 10.82 ‘

227/00.620121]0.7133690.6887130.714281]
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APPENDIX C: Inference Results- Kahramanmaras Disctrict Example
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Damage Assessed Building Footprints
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The results of overlapping the model inferences with the damage labelled footprints are:

Unet ResNet34

DeepLabV3 ResNet34
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DeepLabV3 ResNet50

DeepLabV3 ResNext50

DeepLabV3 DenseNet 121
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PSPNet ResNet 34

APPENDIX C: Final Part of the Damage Assessment: Monitoring via ArcGIS
Dashboard
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