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RESOURCE LEVELING OF A LINEAR CONSTRUCTION PROJECT
USING BRANCH AND BOUND ALGORITHM

SUMMARY

This research mainly aims to level resource utilization of a 9.7 km long asphalt
highway project that was constructed in Sakarya using branch and bound (B&B)
algorithm. In this study, the number of trucks utilized throughout the project was
aimed to be leveled. Actual data of bill of quantities, resources (i.e., equipment), and
production rates were obtained from the records of the contractor of this real life
highway project.

Leveling is a kind of resource allocation, which aims to spread resource utilization
rates throughout the schedule in order to achieve a uniform level of resource usage
(Kenley and Seppanen, 2010). The main purpose of leveling process is to smooth the
resource histogram, which means elimination of peaks and valleys in resource
utilization histograms. Besides, resource leveling also deals with resource over-
allocation, which means that it is also the process that guarantees resource usage
remains in available limits. using algorithms and advanced planning techniques for
such complicated issues may bring about better results. Furthermore, one of the most
important facts about the leveling process is that project’s time limitations should
also be considered along with resource constraints. Because it is important to keep
total project completion time as it is, while dealing with resource utilization to create
the most balanced and evenly distributed usage.

The studied project consists of four different layers, which include: sub-base, plant-
mix, binder and wearing. In addition to the production of these layers, drainage pipes
were installed after the completion of the sub-base layer. The highway project in
question was highly linear and repetitive in nature, location-based planning (LBP)
system was found to be appropriate for establishing the initial construction plan. The
above-mentioned layers of the highway, along with the drainage, were constructed in
the same order but with different quantities throughout the entire project. Quantities
of the each task were calculated in detail, by taking the roof slope of the highway
into consideration. Production rates for the activities differ since the numbers and
productivities of the equipments and crews working on that task are different.
Therefore, production rates of the activities were calculated separately based on the
information taken from the company.

Using these data, a location-based schedule was developed considering both resource
and time constraints and precedence relations between activities via VICO Control
(VC) software program. VC software provided the durations and the earliest start
dates of the activities. Latest start dates were then manually calculated by making
backward pass as it is the case in Critical Path Method (CPM). Having determined
the earliest and latest start dates of the activities and precedence relationships
between the activities, resource leveling problem was formulated as a binary integer
mathematical program.

XXi



In the mathematical formulation of the resource leveling problem, the objective
function of minimizing the maximum daily resource usage was solved using B&B
algorithm via Optimization Programming Language (OPL) software program
considering the constraints of earliest and latest start dates of the activities and the
precedence relationships between the activities. OPL is a modeling tool used for
solving different linear programming, integer programming and combinatorial
optimization problems. The leveled resource histogram was then compared with the
initial resource histogram prepared based on the earliest start schedule.

This research proposed a mathematical model for leveling resources of a linear
construction project, namely a highway construction project, scheduled with
location-based planning technique. Mixed-integer programming with branch and
bound algorithm was used to level resources for different objective functions. In the
case study, proposed model was examined in detail and all steps to accomplish the
development of a new model was represented. Different resource histograms derived
from the solutions of various objective functions, are compared and examined. Two
data set obtained from different project floats was used in proposed model with
different objective functions. Since, all of the objective functions with total floats
could not give solution due to excessive memory usage, it is hard to deliver a
comparison and/or analysis regarding the effect of total floats. However, a detailed
examination was available for data set with free floats in different objective functions
hence, best solution for free float data set was shown from various evaluation
aspects.

Besides, it is shown that, LBP offers better layout for resource leveling than CPM
due to easier project control and less complexity. In addition, proposed model
emerges as a reliable resource leveling tool, since it takess many aspects of project
into consideration such as production rates, exact durations and complete precedence
relations without breaking project order logic.

In conclusion, this study is contributed to the field by proposing a mathematical
model with branch and bound algorithm for resource leveling of linear construction
projects. This contribution can be expanded by considering provided future work
areas and more.
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DOGRUSAL BiR INSAAT PROJESININ
DAL VE SINIR ALGORITMASI KULLANILARAK
KAYNAK DENGELEMESI

OZET

Her insaat projesi, insaat sektoriinii dogas1 geregi, kendine 6zgii ve tektir. insaat
endiistrisi tirtinlerinin yalnizca yerellik, karmagsiklik ve yuksek tretim maliyetleri gibi
ozellikleri degil; hava durumu, tedarik sorunlar1 ve kalite gereksinimleri gibi Uretim
sureci etmenleri de bu uzunlugu yaratir. Her insaat projesinin farkli olmasi, projeye
0zgu dnlemler ve metotlarin kullanilmasini gerektirir. Bu gereksinim, projeye uygun
yapt isletmesi uygulamalarmin da Onemini artirir. Amerikan Yapr Isletmesi
Birligi’ne (Construction Management Association of America) gore, yapi isletmesi,
kalite, maliyet, zaman ve kapsam yonetimi gibi proje hedeflerine ulasmak icin
planlama, tasarim, yapim Ve yapim sonrasi asamalar1 boyunca insaat projeleri ve
programlarina uygulanan bir hizmetler btintdur (CMAA, 2011). “Zaman, maliyet,
kalite ve kapsam” gibi unsurlar, bir insaat projesinde en temel unsurlar olarak
gorinmektedir. Yap1 isletmesinin birincil odagi, projeyi basariyla tamamlamak icin
bu etmenlerin en iyilestirilmesidir. Bahsi gecen en iyilestirme sureci planlama,
organizasyon, yonetim ve kontroll iceren 4 temel adimdan olusur (Newitt, 2009).
Adimlar 6nemlerine gore siralanmiglardir. Bir projenin organizasyon, yonetim ve
kontrol islevleri, duzglin, mantikli ve iyi hazirlanmig bir plan olmadan yeterli
duizeyde yerine getirilemez.

Genel olarak planlama, projeye dahil olan tim taraflar1 bir fikirden proje bitisine
tatmin edici bir sekilde yonlendirme sureci seklinde tanimlanabilir (Adeli ve Karim,
2001). Bu rehberlik, planlamay1, belirsizliklere ¢okca tabi olan insaat sektorl igin
gerekli ve hatta hayati kilar. Ayrica planlama, aktivitelerin sadece surelerini degil,
kaynak ve finansal gereksinimlerini de g6z ©Onlnde bulundurarak, aktiviteleri
onceden belirlenmis bir zaman dilimine yayma isidir. Genel inanis, yapim isleri i¢in
planlama surecinde odak noktasinin zaman oldugu seklindedir. Oysa. Sadece zamana
odaklanmak, proje hedeflerinin diger onemli elemanlarini g6z ardi edilmesi ve
aralarindaki dengenin de bozulmasi gibi sonuglar dogurur. Planlamanm en onemli
amacit tUm proje unsurlarin1 bir arada degerlendirmek oldugu kadar, onlar
dengelemektir de.

Kaynaklarin etkili ve verimli kullanimi, basarili proje yonetimi ve haliyle proje
planlamasi igin ¢ok ©nemlidir. Akilda tutulmasi gereken bir baska husus da,
planlama surecinde kritik olan aktivite surelerinin, o aktiviteyi tamamlamak igin
gerekli olan kaynaklarin uygunluk durumuna gore tespit edilmesidir (Hinze, 2008).
Onde gelen kaynak maddeleri; yapi1 malzemeleri, iscilik, ekipman, yiikleniciler, alt
yukleniciler ve tabii ki paradir. Ginlim{iz diinyasinda kaynaklar sinirlidir ve kaynak
kisitlarin1 dikkate almamak, planlamayr gercekgcilikten uzaklastirir. Ote yandan,
kaynak kisitlarin1 dikkate almak ve kaynak akisini planlamak, proje planlarini sadece
gercekci yapmakla kalmaz, uygulanmalarini da kolaylastirir.
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Genel olarak insaat projelerinde kullanilan iki tur planlama vardir. Bunlar aktivite
tabanli planlama (ATP) ve mahal tabanli planlama (MTP) dir. Bir projede her bir
ayr1 is paketine aktivite adi verilir (Callahan ve dig., 1992). ATP sistemleri,
planlamaya daha gelenekselci bir yaklasim olarak degerlendirilebilirler (Kenley,
2004). Bu sistemler yapilacak isin birimine odaklanirlar. Burada is, birbirine zaman
yonunden bagli aktiviteler olarak; aktiviteler ise, gergeklestikleri mahalden bagimsiz
olarak degerlendirilirler. 1950’lerde ortaya ¢iktiklarindan beri, Kritik Yol Metodu
(KYM) ve Program Degerlendirme ve Gozden gegirme Teknigi (PDGT) gibi ATP
araglar1 diinyanin her yerindeki yapi isletmesi profesyonelleri ve sirketleri tarafindan
siklikla tercih edilmistir. O zamanlardan bugune, insaat projeleri daha karmagik hale
geldikce ve ingaat endistrisinin gereksinimleri arttik¢a, bu metotlar gereksinimleri
karsilayamaz hale gelmislerdir. Bazi arastirmacilar, KYM’na dayanan ATO
metodolojisinin, projeyi en erken zamanda tamamlamak ugruna kaynaklarin verimli
kullanimimni feda ettigini fark etmislerdir (Arditi et al., 2002). Dahasi, ATP
tekniklerinin sinirsiz kaynak varsayimina dayandigi da bilinmektedir. Su agikca
goriilmiistiir Ki, aslen ingaat sektoru icin degil de askeri endustri icin gelistirilmis
olan ATP teknikleri insaat sektoriinin karakteristiklerine tam olarak uymamaktadir
(Kenley ve Seppanen, 2010).

Kaynaklarin daha iyi ve verimli yonetimi arayisina MTP sistemleri cevap olmustur.
MTP kaynaklarin mahaller arasinda engelsiz akis1 sayesinden eniyi proje suresini
saglar (Kenley ve Seppéanen, 2010). Tipki ATP ve KYM arasinda oldugu gibi, MTP
de Denge Diyagramlar1 (DD) metodunun temellerine dayanir. insaat projelerinin
dogalar1 geregi tekrara dayali oldugu gerceginden (Lumsden, 1968) yola ¢ikarak,
MTP’nin de sunabilecegi dogrusal bir planlama sistemi daha uygundur (Harris ve
Ioannau, 1998; Arditi ve dig., 2001). MTP, sirekli is akisin1 dogrusal planlama
teknigi ve kaynaklarin dengeli kullanimi vasitasiyla planlamak ve kontrol etmek icin
kaynak tabanli bir yonetim sistemidir (Firat ve dig., 2009). ATP ve MTP arasindaki
bir baska 6nemli farklilik da KYM aktivite surelerini girdi olarak tanimlarken, eniyi
aktivite surelerinin MTP planlama surecinin ¢iktis1 olmalaridir. Her bir aktivite igin,
kaynak gereksinimleri ve metrajlar MTP’ye girilerek aktivite sureleri hesaplanir
(Kenley ve Seppénen, 2010).

Bu c¢aligsma aslen, Sakarya’da insa edilmis 9,7 km uzunlugunda bir asfalt karayolu
projesinin kaynak kullanimimnin Dal ve Sinir (D&S) algoritmasi kullanilarak
dengelenmesini amaglamaktadir. Bu ¢alismada, proje boyunca kullanilan kamyon
sayilarinin dengelenmesi hedeflenmistir. Gergek metraj, kaynak, ekipman ve dretim
miktar1 verileri, bu karayolu projesinin gergek yuklenicisinin kayitlarindan alinmistir.

Dengeleme, kaynaklarin benzer diizeylerde kullanimimi saglamak amaciyla kaynak
kullanim oranlarin1 proje takvimi boyunca yaymayi1 hedefleyen bir ¢esit kaynak
atamasidir (Kenley ve Seppénen, 2010). Kaynaklama surecinin asil amaci
kaynaklarin ¢oklu dagilim grafigini diizgiinlestirmektir ki bu grafikteki tepe ve
vadilerin ortadan kaldirilmas1 anlamina gelir. Ayrica, dengelem sureciyle ilgili en
O6nemli unsurlardan biri de projenin zaman sinirlamalarinin, kaynak kisitlart ile
birlikte degerlendirilmesi gerekliligidir. Clinki kaynak kullanimini en dengeli ve esit
dagilmis hale getirmekle ilgilenirken toplam proje suresini de oldugu gibi muhafaza
etmek 6nemlidir.
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Incelenen proje dort katmandan olusmaktadir; alt-temel, plan-mix, binder ve asinma
tabakalari. Bu katmanlarin Uretimine ilaveten, alt-temel tabakasi tamamlandiktan
sonra drenaj borular1 da yerlestirilmistir. Incelenen karayolu projesi yiiksek oranda
dogrusal ve tekrar eden bir yapidadir. Bu yizden de MTP sisteminin baslangic
planlarinin olusturmak i¢in uygun olduguna karar verilmistir. Karayolunun yukarida
bahsi gecen katmanlar1 ve drenaj sistemi, projenin her mahali boyunca ayni sirada
fakat farkli miktarlarda insa edilmislerdir. Her bir aktivitenin metraji tim detaylar
g0z oOninde bulundurularak hesaplanmistir. EKipman sayilar1 ve verimlilikleri her
aktivitede farklilik gosterdiginden aktivitelerin Uretim oranlar1 da farklidir. Bu
yuzden de, her aktivitenin tretim orani firmadan alinan bilgiler dogrultusunda ayr1
ayr1 hesaplanmistir.

Bu veriler kullanilip, kaynak ve zaman kisitlar1 ile aktiviteler arasindaki oncelik
siralar1 g6z Onlnde bulundurularak VICO Control (VC) yaziliminda mahal tabanli
bir plan olusturulmustur. VC yazilimi aktivite surelerini ve en erken baslama
zamanlarini vermistir. Daha sonra, en ge¢ baslama zamanlar1t KYM’nda oldugu gibi
geriye dogru hesaplama yapilarak elle bulunmustur. En erken ve en ge¢ baslama
zamanlart ile aktiviteler arasindaki Oncelik siralari belirlendiginden, kaynak
dengeleme problemi bir ikili tamsayr matematiksel programi olarak formdalize
edilmistir. Kaynak dengeleme probleminin matematiksel formilasyonda, farkli hedef
fonksiyonlar1, aktivitelerin en erken ve en ge¢ baslama zamanlar1 ve aktiviteler
arasindaki oncelik siralar1 goz 6niunde bulundurulup, D&S algoritmasi kullanilarak
OPL adi verilen bir yazilimda ¢oziilmiistir. Sonrasinda, kaynaklarin dengelenen
coklu dagilim grafikleri, baslangigta en erken baslangi¢ zamanlarina gore hazirlanan
grafikler ile karsilastiriimugtir.

Bu calisma MTP teknigi ile planlanmis dogrusal ingaat projelerinde kaynaklarin
dengelenmesi icin bir matematiksel model dnermektedir. Farkli hedef fonksiyonlar
icin kaynak dengelemesi amaciyla D&S algoritmasi kullanilmistir. Vaka
calismasinda, Onerilen model detayli olarak incelenmis ve yeni bir model
gelistirmede kullanilan tim adimlar gosterilmistir. Cesitli hedef fonksiyonlarin
coziimlenmesinden farkli ¢oklu kaynak dagilim grafikleri elde edilmis ve bunlar
karsilastirmali olarak incelenmistir. Calismada, farkli proje bolluklarindan elde
edilen iki veri seti, farkli hedef fonksiyonlar ile 6nerilen modelde kullanilmislardir.
Toplam bolluklar1 kullanan veri setleri ile denenen hedef fonksiyonlar1 asir1 hafiza
kullanimina bagli olarak ¢6zim vermediginden, toplam bolluklarin etkisi tzerine bir
karsilastirma ve/veya analiz yapmak mimkiin olamamigtir. Ancak, serbest bolluklar
kullanan veri setleri icin farkli hedef fonksiyonlarda detayli bir inceleme
yapilabilmis, serbest bolluk wveri seti igin en iyi sonu¢ g¢esitli degerlendirme
acilarindan gosterilmistir.

[laveten goriilmiistiir ki, MTP daha kolay proje kontrolii ve daha az karmasiklik
icerdiginden kaynak dengeleme i¢cin KYM’na nazaran daha iyi sonuglar sunmaktadir.
Ayrica, Onerilen model, Uretim oranlar1, gercek aktivite sureleri ve proje siralama
mantigini bozmayan eksiksiz oncelik iliskileri gibi bircok proje etmeninin g6z
onlnde bulundurdugundan, glvenilir bir kaynak dengeleme araci olarak ortaya
¢ikmaktadir.

Sonug olarak, bu ¢alisma, kendi ilgili alanina, dogrusal insaat projelerinin kaynak
dengelemesinde dal ve sinir algoritmasinin kullanan bir matematiksel model
Onererek katkida bulunmaktadir. Bu katki ileriki ¢alismalar ile daha da gelistirilip
genisletilebilir.
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1. INTRODUCTION

1.1 Background of the Study

In order to fulfill main project objectives such as completing a project on time and
within budget, all necessary resources (i.e. crews, equipment, materials, money etc.)
for a construction projects should be planned and managed not only properly but also
efficiently. Resource planning is of crucial effect on successful project execution,
since there is not any real construction project and site that has unlimited resources.
Managing and controlling resources cannot be thought apart from the selection of the
convenient planning and scheduling technique for the conditions of the project. With
the right scheduling and planning method, any project can be managed productively,

which is mainly based on effective utilization of resources.

Since each construction project consists of different characteristics, same
management, planning and control approaches cannot be used in every project.
Therefore, linear scheduling techniques seem to be more appropriate for linear
projects. However, there are limited numbers of studies that deal with resource

optimization procedures working with linear scheduling techniques.

1.2 Objectives of the Thesis

This study will concentrate on resource leveling of a linear project by using

mathematical models. The objectives are:

I.  Developing a resource leveling model using branch and bound algorithm for
a highway construction project scheduled according to location-based
scheduling method.

Il. Determining and analyzing the effects of using different objective functions

in modeling.

[1l.  Determining and analyzing the impact of considering different type of floats

on resources and leveling process.



1.3 Research Methodology

The methodology of this study mainly involves the following steps:

1. Literature study on not only planning and scheduling techniques but also

resource management approaches,

2. Obtaining actual data of a real life linear construction project that represent

common properties and problems,
3. Identification of linear activities and their resource utilization rates,
4. Calculation of the production rates of each activity,

5. Scheduling the project with location-based planning approach considering

precedence relations and resource limitations,

6. Implementation of the mathematical model prepared with integer

programming,

7. Analysis of the effects of changing objective function in the mathematical
model on different start date intervals calculated in accordance with

different project floats.

8. Verification and validation of the model.

1.4 Scope

In this thesis, a mathematical model was formulated with integer programming and
branch and bound algorithm for leveling resources of a linear project scheduled using

location-based planning method. The format of the study is as below described order.

This chapter describes and states the problem, the objectives of the thesis and the

research methodology.

Chapter 2 explains briefly what construction management and planning are and the

role and importance of planning in construction management discipline.

Chapter 3 first deals with construction project types, then by explaining currently
available planning techniques in the order of their historical development, mentions
the importance of choosing appropriate planning technique suitable for the

conditions of the project.



Chapter 4 describes resource management approaches used in planning. It mainly
focuses on optimization approaches for resources and analyzes resource leveling and

objective function criteria in-depth.

Chapter 5 is all about mathematical modeling not in all manners of the topic but for
the necessary background information about integer programming and branch and
bound method, which are used for the case study.

Chapter 6 starts with the information about the studied project and continues with the
detailed analysis of the linear activities, production rates and precedence relations
that are used in scheduling process. Later, by emphasizing the main characteristics of
the project, selection of the location-based planning methods for scheduling are
validated. Moreover, using previously delivered information of the project, an initial
construction plan is prepared by location-based scheduling. Continued with start date
calculations, latest start dates are calculated with both total and free floats to be used
in the mathematical model and resource leveling process. Objective functions,
modeling software and developed optimization models are examined in detail and

solutions are presented.

Analysis and discussions on the results of the proposed model are mentioned in
Chapter 7 with explanatory graphs and resource histograms.

Summary of the research results and recommendations for the future work are placed

in Chapter 8 as conclusions.






2. PLANNING IN CONSTRUCTION MANAGEMENT

2.1 Construction Management

Every construction project is idiosyncratic and unique to itself due to the nature of
construction industry. Not only locality, complexity and high production costs of
construction industry products (i.e. buildings, airports, hospitals coastal structures
etc.) but also production process factors such as weather conditions, procurement,
and quality create this uniqueness. Since, every construction project is different,
particular precautions and methods are required. This requisite increases the

importance and necessity of Construction Management (CM) day after day.

According to the Construction Management Association America (CMAA),
Construction Management is a professional management practice consisting of an
array of services applied to construction projects and programs through the planning,
design, construction and post construction phases for achieving project objectives
including the management of quality, cost, time and scope (CMAA, 2011). Looking
at this explanation it is conspicuous that elements like “time, cost, quality and scope”
are indicating factors. The primary focus of CM is to optimize these factors and

blend them together to successfully complete projects.

Furthermore, mentioned optimization process consists of 4 major steps, which are
Planning, Organization, Management and Control (Newitt, 2009). This order also
represents the level of significance of these steps. Organization, management and
control tasks for a project cannot be completely fulfilled without a proper,
ratiocinated and well-prepared plan.

2.2 Planning

In general, planning can be defined as a process of guiding all parties involved in a
project from an idea to the completion, in a satisfactory way (Adeli & Karim, 2001).
This guidance makes planning essential, and even vital, for construction industry,

which consists of many uncertainties and unknown variables.



In addition, planning is the action of spreading activities over a pre-defined time
period, while considering their not only durations but also resource and finance
necessities. It is a decision-making support tool prepared for controlling the work
plan, detecting deviations from original program and reporting them to the

owner/employer with its cause.
As a concept, main purpose and scope of planning is to:

e determine a road map to follow while design and construction phases of a

project,

e calculate optimum time, resource and cost values for production,

e compare and contrast actual and planned schedule data for activities,

e establish communication between headquarters and work sites,

¢ inform administrators with periodic reporting,

e collect and store design and production data to create an archive,

e analyze productivity using the archived data (Kuruoglu & Ozvek, 2009).
It is noticeable that planning is a substantial element of CM and it is important to
consider its magnitude at length.

2.2.1 Role and importance of planning in construction management

It is widely assumed that the focus is time when it comes to planning process for
construction works. However, focusing only on time brings such consequences as
ignoring other important elements of the project objectives and the deterioration of
the balance between them. The most important goal of planning and in particular
construction management, is to not only consider all of the project elements together

but also bring them into balance.

Besides, making a good plan for construction is a tough task because, there are many
ways and options to complete a project. Experiences can be useful while planning a
construction project; however, due to the previously mentioned uniqueness of each

project, a new plan must be developed for every new construction.



Hendrickson & Au (1989) emphasize the significance of planning for construction

projects:

“An example from a roadway rehabilitation project in Pittsburgh, PA can serve to
illustrate the importance of good construction planning and the effect of technology
choice. In this project, the decks on overpass bridges as well as the pavement on the
highway itself were to be replaced. The initial construction plan was to work outward
from each end of the overpass bridges while the highway surface was replaced below
the bridges. As a result, access of equipment and concrete trucks to the overpass
bridges was a considerable problem. However, the highway work could be staged so
that each overpass bridge was accessible from below at prescribed times. By
pumping concrete up to the overpass bridge deck from the highway below, costs
were reduced and the work was accomplished much more quickly” (Hendrikson &

Au, 1989).
Moreover, the need for controlling project elements requires planning in order to
manage construction projects. Therefore, a decent construction plan is expected to:

e reduce total construction time,

e increase profit margin by reducing costs particularly labor,

e provide continuous work flow,

e multiply productivity,

o fulfill the needs of the employer,

e increase the communication between workers (Kuruoglu & Ozvek, 2009).
It is more than obvious that planning has a major role in CM and it is of great
significance for construction projects to succeed.

2.2.2 Factors interacting with planning

It is previously mentioned that due to unique properties of each project, a new plan
should be established for every time a new work starts. Even if the plans change

from one project to another, steps for solid planning are generally same:

e Choice of technology and construction method



e Defining work tasks and quantities

e Estimating resource requirements for activities

e Estimating activity durations

e Defining precedence relationships among activities

e Defining interactions and work flow between crews (Hendrikson & Au, 1989;
Polat et al., 2008).

Besides, no matter how a plan is well thought and prepared, there are many project
management factors effective on the performance of the established plan. Still,
factors such as, previous experience of project group on similar projects, design
details, efficiency of project execution plan, constructability, planning budget and

update frequency are more noteworthy among others (Kog, et al., 1999).
Planning is also a very tough job to do. As Sherlock Holmes noted:

“Most people, if you describe a train of events to them, will tell you what the result
would be. They can put those events together in their minds, and argue from them
that something will come to pass. There are few people, however, who, if you told
them a result, would be able to evolve from their own inner consciousness what the
steps were which led up to that result. This power is what | mean when | talk of

reasoning backward” (Doyle, 1930).

Like in detective stories, main character, a planner for construction cases, knowing

the outcome, must think and find the way that leads to that particular consequence.



3. PLANNING AND SCHEDULING TECHNIQUES

There are always different ways to do things. Men can put on their ties in many
different styles. Women also may have different ways for shaping their hair. Each
one of these methods of doing things are acceptable and it cannot easily be said that
one is superior to another. It is a matter of selection, yet conditions of the current
environment or situation should be evaluated for the choice. Windsor style tie
knotting may be more appropriate for official events as well as short hair may not be
suitable for women with round faces. Deciding on which planning system to be used

works the same way.

In developing a construction plan, it is common to adopt a primary emphasis on
either cost control or on schedule control as illustrated in Figure 3.1 (Hendrickson &
Au, 1989). Some projects are primarily divided into expense categories with
associated costs. In these cases, construction planning is either cost or expense
oriented. Within the categories of expenditure, a distinction is made between costs
incurred directly in the performance of an activity and indirectly for the
accomplishment of the project. For example, borrowing expenses for project
financing and overhead items are commonly treated as indirect costs. For other
projects, scheduling of activities over time is critical and emphasized in the planning
process. In this case, the planner insures that the proper precedence among activities
is maintained and that efficient scheduling of the available resources prevails.
Traditional scheduling procedures emphasize the maintenance of task precedences
(resulting in critical path scheduling procedures) or efficient use of resources over
time (resulting injob shop scheduling procedures) (Hendrickson & Au, 1989).
Finally, most complex projects require consideration of both cost and scheduling
over time, so that planning, monitoring and record keeping must consider both
dimensions. In these cases, the integration of schedule and budget information is a

major concern.
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Figure 3.1: Alternative emphases in construction planning
(Hendrickson & Au, 1989).

Since, there are several options for planning a project, finding the most suitable
system is a tough task to complete. In order to achieve in planning process, becoming

familiar with construction project types is essential.

3.1 Construction Project Types

There are many kinds of construction works and these projects can be classified in
too many different groups. However, there is also a generally accepted grouping for
construction works and divides them into two groups: linear projects and non-linear

projects.
3.1.1 Linear projects

Linear projects are both highly repetitive in nature and composed of same types of
activities throughout the project. Highway, railway, pipeline, tunnel, high-rise
building projects can be given as examples for linear projects and most of the
construction projects fall into this group. These projects provide smooth flow of

crews and equipment if well planned.
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3.1.2 Non-linear Projects

Non-linear projects are of discrete and special production and activities in different
sections of the project. It is hard to talk about repeating tasks in non-linear projects.

Hospitals, coastal structures, museums are good non-linear project examples.

3.2 Classical Planning Techniques

In a project, each discrete work package is called activity (Callahan et al., 1992).
Activity-based planning (ABP) systems can be identified as more traditional
approach to planning (Kenley, 2004). These systems focus on the unit of work to be
done. Work is considered as series of activities bonded each other only time-wise
and activities are evaluated independent from the locations they occur.

According to Kenley & Seppédnen (2010), an ideal activity-based schedule is

expected to have following properties:
e dominated by discrete locations,
e consisting prefabricated components mostly,
¢ not allowing simultaneous work to be done and highly sequential,
e having only critical path, chosen from many,
e managing resource time-wise and independent from locations.

However, these characteristics do not well match with the specialties of the
construction industry. For instance, instead of prefabricated components,
construction works are mostly performed on-site and in contrast to sequential work,

projects consist of continuous and repetitive activities mostly.

Despite all of these shortages, dominance of the ABP methods may be the result of

the following factors:
e Early publication,
e Absence of alternative methods for many years,

e The acceptance of ABP methods as a requirement for US government

projects (Kenley & Seppanen, 2010).
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There are two mainstream ABP techniques: Critical Path Method and Program

Evaluation and Review Technique.

3.2.1 Critical path method (CPM)

Development of the CPM is dated back to 1950’s thanks to the simultaneous studies
conducted in both Europe and North America (Kenley & Seppanen, 2010). CPM is
based on network diagrams that show entire project as arrows and nodes. CPM uses
Work Breakdown Structure (WBS) in order to break entire project down into small
packages, increase detail level and make it more manageable and measurable. The
main constraint of a schedule is resource in general, however CPM calculation

techniques are time-based.

After the network is established forward and backward pass calculations are done in
order to reveal the critical path by obtaining earliest and latest activity start dates.
Start dates are used to calculate activity floats that are the available time for activities
to be done without creating any delays in the total project time. Floats are also used
as a measurement of criticality (Callahan et al., 1992). If the maximum time
available for a job equals its duration, the job is called critical (Kenley & Seppanen,
2010).

CPM depends on the limitless resource availability assumption, which is the weakest
point of CPM, since resources are generally limited in construction projects. Even if
the required resources for a project can be provided completely, these necessities

cannot be satisfied in a lump but over a certain time period.

3.2.2 Program evaluation and review technique (PERT)

PERT is very similar to CPM, but with a different strategic purpose, and it had
specific functionality for the incorporation of variation in job duration as a
distribution (Kenley & Seppénen, 2010). The PERT system was designed to be a
method to assess a particular schedule, which had been developed by other
techniques and which encompassed thousands of activities extending years into the
future (Malcolm et al., 1959). PERT is particularly successful in handling multiple
project situations, since it is a probabilistic method and construction projects are of
various uncertain events and situations. Uncertainity of the project elements makes

not only projects hard to predetermine but also PERT a very suitable tool.
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3.2.3 Defects of classical techniques and need for a new approach

ABP tools, such as CPM (Critical Path Method) and PERT (Program Evaluation and
Review Technique) have been dominantly preferred by construction management
professionals and companies around the globe since their introduction in 1950’s.
Through the years, as the construction, projects have become more complex and the
necessities of the industry have increased, these world-renowned methods failed to
meet the requirements. Some researchers have realized that CPM based ABP
methodology sacrifices efficient use of resources in favor of earliest completion
(Arditi et al., 2002a). Furthermore, it is known that ABP techniques are based on
limitless resource assumption. Therefore, it has been studied to manage resource
requirements and keep resources leveled in a new method called Critical Chain
Project Management (CCPM) (Goldratt, 1997). However, due to the birth defects of
CPM, on which CCPM also founded, this novel technique could not be the cure.
Even when cost driven, or with resource optimization, there is no focus on continuity
in ABP way of thinking. It has been clearly seen that ABP techniques, which are not
originally developed for building industry but in the military/industrial environment,
does not well match the character of construction projects (Kenley & Seppanen,
2010).

3.3 Alternative Planning Techniques

As the shortages of ABP techniques come clear, researches for alternative methods
are increased throughout the years and focused on weak sides of ABP techniques and
CPM. New systems, considering resource limitations and location orders, are

developed.

3.3.1 Line of balance (LoB)

LoB is originally a production scheduling technique, but has found application in
construction (Kenley & Seppénen, 2010). Lumsden (1968) defines this method,
which was already in use in the UK housing industry. LoB relies on the relationship
between quantity of units delivered and the rate of unit production and this is
considered as a linear relationship. The technique was originally designed to be a
way to handle repetitive construction, where a CPM sub-network, or other logical

sub-component, could be modeling as a whole and the effective rate of production of
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the sub-component indicated as a LoB as the repetitive units repeat. Slope of a line,
representing an activity of a task, gives the production rate.

LoB uses time buffers as a risk management strategy. Time buffers provide a margin
for error and ensuring that one trade does not interfere with another. The essential
function of the time buffer is to minimize the effect of disturbances between adjacent
stages such that the planned smooth working of each stage is maintained and full

benefits are gained from repetitive working (Lumsden, 1968).

3.3.2 Location-based planning (LBP)

In pursuit of better for the efficient management of resources, location-based
planning system emerged as the answer. LBP provides optimum project time by
smooth continuous flow of resources through locations (Kenley & Seppanen, 2010).
Just like the relation between ABP and CPM, LBP depends on the fundamentals of
Line-of-Balance (LoB) method. On the ground that construction projects are in
repetitive nature (Lumsden, 1968), a linear scheduling system, which LoB and LBP
can offer, is more suitable (Harris et al., 1998; Arditi et al., 2001). To wit, LBP is a
resource-based management system tool for planning and controlling continuous
workflow by both linear scheduling technique and leveled used of resources (Firat et
al., 2009). Another important difference between ABP and LBP is that CPM
identifies activity durations as input data whereas optimum activity durations are
outputs of planning process of LBP. For each task, resource needs and quantities
along with production rates are inserted as input data to LBP and activity durations
are calculated (Kenley & Seppénen, 2010).

Although LoB and LBP offers better solutions for construction projects, due to the
lack of commercial software it cannot be used and known as much as CPM based
ABP methods. For this reason, there have been some studies in North America and
four products are developed with the fundamentals of LoB: SYRUS (System for
Repetitive Unit Scheduling) (Arditi & Psarros, 1987), RUSS (Repetitive Unit
Scheduling System) (Arditi et al.,, 2001), CHRISS (Computerized High Rise
Integrated Scheduling System) (Arditi et al., 2002b) and ALISS (Advanced Linear
Scheduling System) (Tokdemir et al., 2006). Besides, LoB method had been better
developed in Finland and it had been named Advanced Line-of-Balance (Kiiras,

1989; Kankainen & Sandvik, 1993). ALoB has become primarily used scheduling
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method in Finland since these advancements. However, most important contribution
is the development of commercial software products: DynaRoad and VICO Control
(Kankainen & Seppénen, 2003).

3.3.2.1 VICO Control

VICO Control (VC) is the first location-based planning software in construction
industry and differs from others with its advanced properties as a scheduling tool.
VC allows planners to control risks and increase productivity by workflows. VC
produces activity durations as an output using quantities, production rates and
precedence relations between activities. It allows planner to see “what-if” scenarios
before and throughout the project and simplifies planning process. VC allows seizing
a project from different point of views, since it includes Gantt charts, network
diagrams and flowline views for every planned project and enables synchronized

work on these three views.

VC is used in the case study and will be investigated in detail later.
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4. RESOURCE MANAGEMENT IN CONSTRUCTION PLANNING

Effective and efficient use of resources is of utmost importance for successful CM
and project planning. Another point to bear in mind is that, activity durations, which
are highly attached importance during planning, are defined according to the
availability of necessary resources to complete that task (Hinze, 2008). Major items
of these resources include construction materials, labor, equipment, contractors, sub-
contractors and money of course. In today’s world, resources are not limitless and
construction projects are subject to limited resources problem like any major
economic job. Not taking resource limitations into consideration, makes the plan
estranged from reality. On the other hand, evaluating resource limitations and
planning resource flows makes plans not only more genuine but also easier to

execute.

4.1 Resource-Based Planning

Resource-Based Planning (RBP) is tool to use when both necessary resources for a
project are limited and there is a competition between activities for same restricted
number of resources (Hendrikson & Au, 1989). Actually, these activities are
disposed to delay, because they are obliged to wait until the necessary resources
become available. Due to the fact that resources are limited and demand for these
resources is high, waiting time may longer than expected. Moreover, waiting creates
increases in costs, decrease in productivity and delays at the end of the project
(Hendrickson & Au, 1989).

Rules for planning with limited resources can be abridged as (Hinze, 2008):
e An activity should start as soon as its predecessor finishes.

o If there are activities using the same resources more than one, then the one

with the earliest late start time should have priority.
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e |f late start times are the same, then the one with the lowest total float should

have priority.

o If total float are same, then the one with the biggest consumption of limited

resource should have priority.

e If resource consumptions are the same, then the one has already started

should have priority.

e If choosing an activity according to all of the above rules is not possible, then

first activity in the time order should have the priority.

4.2 Resource Optimization

In order to consider project risks, resources should always be planned and used
efficiently. According to the Kelley (1961), there are three main principles of

resource optimization:
1. The logic of the schedule remains valid.
2. There are limits on available resources, which are not exceeded.
3. The duration of the project is minimized.

4.2.1 Limitations

The principles defined by Kelley (1961), also shapes the two primary limitations of
resource optimization: time-limited resource scheduling (TLRS) and resource-limited

resource scheduling (RLRS).
4.2.1.1 Time-limited resource scheduling

In TLRS, main priority of the scheduling process is not to exceed total project
duration or milestone (if any). Available resources are used to their maximum if
necessary in order to adjust the schedule to the time limitations. However, planner
uses activity floats to not only level resource consumption but also create a balanced

and flexible plan (Kenley & Seppanen, 2009).
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4.2.1.2 Resource-limited resource scheduling

In RLRS, matching resource constraints and keeping consumption within these limits
is indispensable. Even the project completing date can be deferred in order to stay in

resource limits.
4.2.2 Basic methods

Kelley (1961) also offered two basic approaches for resource optimization. These
two methods are expanded later by other researchers and lead resource planning to

the different optimization methods.
4.2.2.1 Serial method

Serial method orders activities that the one with the earliest late start date comes first.
The action assumes that none of the activities would be interrupted and all
predecessors are completed. Resources are assigned to activities aiming to use
available free floats (Griffis & Farr, 2000; Kenley & Seppanen, 2009).

4.2.2.2 Parallel method

Unlike the serial method, activities can start at the same time in parallel method.
Besides, if resource consumption comes to the limits and resources are not adequate,
activities can be paused until necessary resources are released from other activities
(Griffis & Farr, 2000).

4.2.3 Resource optimization approaches

In due course, five methods developed over the Kelley basic methodology. These

methods are aggregation, cumulation, allocation, smoothing and leveling.
4.2.3.1 Aggregation

Resource aggregation is simply the calculation of the required resources of activities
on a periodical basis. The desired period can be chosen as an hourly, daily or weekly

period, depending on the resource-time relation units.

If bar charts are selected for planning, the resource aggregation is simple. For every

given bar chart, there can only be a specific resource aggregation graph as a resource
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histogram. An example can be seen in Figure 4.1 below. The total number of
resource units for each time period can be summed and a resource aggregation or

load chart can be drawn as in the example (Url — 1).

~reekl gl afl a4l 5|6l z(a8/|s
Activity
A 10 | 10
| ——
B 8| 8| 6
_—
c 2 | 6
| E—
D 2| 6 |10]10 | 8
1
E 6 | 6
| —

Total
units requirement| 10 | 18 | 8 | 10 [ 12 (10 [ 10 | 14 | 6

15
Resource
unit
aggregation
chart
5

Figure 4.1: Resource unit aggregation chart derived from a bar chart (Url — 1).

On the other hand, if network diagrams were preferred for planning, resource
aggregation process would be more complex to complete. Due to the fact that
networks are not time-scaled planning tools, establishing relationships between
activities on the network and their resource needs is a task that cannot be achieved
directly. For this reason, a table containing resource utilization, earliest and latest
start times of every activity should be prepared in order to draw resource aggregation
graph. The resource usage rates for earliest and latest start times of activities differ
and this differentiation can be identified on resource histogram and necessary
adjustments can be made. An example can be seen in Figure 4.2 below, containing

earliest and latest activity starts and critical activities (Url — 1).
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— Resource requirement for earliest start
= == = Resource requirement for latest start
8 Resource requirement for activities on the critical path

Figure 4.2:  Resource unit aggregation chart showing resource requirements
associated with earliest and latest start along with highlighted
resource unit requirements for critical path activities (Url —1).

4.2.3.2 Cumulation

Slightly different from aggregation, cumulative total number of resource requirement
or usage is calculated progressively throughout the every period for resource
cumulation. On the other hand, similar to the aggregation method, cumulation graphs

can also prepared for both earliest and latest start dates (Kenley & Seppénen, 2010).

Table 4.1:  Aggregation and cumulation of resources by earliest and latest
start dates (Kenley & Seppénen, 2010).

Day 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Earliest Start

Aggregate 4 4 8 5 4 4 2 2 2 2 2 2 1 1 1 1

Cumulative 4 8 16 21 25 29 31 33 35 37 39 41 42 43 44 45
Latest Start

Aggregate 1 4 5 5 1 1 4 4 4 4 2 2 2 2 2 2

Cumulative 1 5 10 15 16 17 21 25 29 33 35 37 39 41 43 45
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There are number of reasons for using resource cumulation (Kenley & Seppénen,

2010):

This method enables strict stock control of non-renewable resources. By
seeing the cumulation of non-renewable resource utilization and comparing
cumulative usage amounts with stock values, it is easier to manage resource

deliveries and keeping work stability.

The actual resource utilization data can be checked using the resource
envelope shown in Figure 4.3. The resource envelope is the area between
earliest and latest start cumulation graphs. Project’s resource usage is
expected to occur inside this area and this graph makes it easier to control

resource utilization throughout the project.

Resource cumulation charts may be used for earned value analysis of either
resources or money, since money can also be accepted as a special type of
resource. Cash flow and cumulative cash flow charts can also be identified as

resource cumulation graphs.

Resource cumulation

== Earliest Start

== | atest Start

=
i

Day

Figure 4.3: Early and late cumulative resource profiles showing
the resource envelope (Kenley & Seppénen, 2010).
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4.2.3.3 Allocation

Resource allocation, also called resource loading, is the process of assigning
available resources to the activities of the project (Url - 1). Allocation does not have
to follow a constant pattern and this action may take place in several different ways,
since there are many options for deciding activity and/or resource orders. There may
be some activities using same type of resources but also different kinds of resources
may be needed to accomplish one task. Allocation decisions depend on several
discrete factors such as availability of resources, costs, stock status, delivery time

etc.; on the other hand, results of each option should be evaluated.

Basically, resource allocation operation is executed by previously mentioned Serial
and Parallel methods of Kelley (1961). However, describing the resource allocation
methodology in detail may be useful. As a basis, Forman & Selly (2002) offer a five-
step methodology for determining the resource allocation strategy:

1. Determining and/or creating different options
2. Determining the purposes of the project and also allocation process
3. Identifying the objectives and sub-objectives

4. Evaluating every possible alternative’s results to each of the lowest level sub-

objectives

5. Deciding on the best combination considering every possible effect on the

environment and the project

A systematic methodology like above-mentioned one should be followed in order to
rationally allocate resources throughout the project.

4.2.3.4 Leveling

Leveling is a kind of resource allocation, which aims to spread resource utilization
rates throughout the schedule in order to get a uniform level of resource usage
(Kenley & Seppéanen, 2010). Main purpose of leveling process is to sleek the
resource histogram which means elimination of peaks and troughs in resource

utilization. To make it more clear, leveling process can be liken to the game of
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Tetris. The aim of the game is to create slick levels by moving and rotating
downthrown blocks in different shapes. A player aiming filling layers for smoother
surfaces controls the movements of the block. Gordon and Tulip (1997) identify
smoothing cycle as a four-step process, which has to be repeated until all resources

are allocated to activities:
1. Schedule activities are of criticality.
2. Find the most important activity within the remaining unscheduled activities.
3. Schedule this activity in most suitable time and place.

4. Adjust the earliest and latest start dates of the remaining activities considering
both the last scheduled activity and resource utilization impacts.

Besides, resource leveling also deals with resource over-allocation, which means it is

also the process that guarantees resource usage remains in available limits (Url — 1).

As it is seen in Figure 4.4, bar chart are time scaled which makes them more
advantageous than network diagrams for not only detecting over-allocations but also

leveling resources, since resource leveling must be evaluated within a time frame.

Resource
Quantity Resource
11 Demand
10 Y
° Resource availability
g [
-
6
5
4
3
2 _ﬁ
.
1 2 3 4 5 6 7 8 9 10

Figure 4.4: Resource demand compared to resource availability (Url —1).
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Resource over-demand problems can be solved by several actions while using bar
charts, such as (1) delaying the start of certain activities, (2) splitting task to satisfy
resource limits or (3) extending activity durations to reduce resource demands (Url —
1; Url — 2). However, one shortage of bar charts as a leveling tool is that they cannot
display interdependencies of activities. Therefore, actions like delaying, splitting or
extending activities cannot be possible due to precedence relations between
activities. Accordingly, using algorithms and more advanced planning techniques

than graphic methods for such complicated issues may result better in advance.

Furthermore, one of the most important facts about the leveling process is that
project’s time limitations should also be considered along with resource constraints.
Because it is important to keep total project completion time as it is, while dealing
with resource utilization to create most balanced and evenly distributed usage. If
these actions create any changes in completion duration of the project then it would
be allocation not leveling. It is always have to be kept in mind that leveling is to
change activity orders in accordance with precedence relations, in order to make

resource usage rates leveled within the same total project time.
Resource Leveling Criteria

Leveling resource utilization of a project was defined in many different ways by
some researchers. This diversity stems from the variation of the selected leveling

criteria that shapes the objective of the study and the leveling process.

According to Wagner et al. (1964), Popescu (1976) and Mattila (1997), there are nine
different criteria for resource leveling as shown in Table 3.2. First six of these are
suitable for linear programming methods and can be formulated with linear
equations, whereas the remaining three are non-linear objectives and use quadratic

equations.
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Table 4.2: Resource leveling criteria

Objective No.

Leveling Criteria

1

Minimization of the sum of the absolute deviations in daily
resource usage

Minimization of the sum of only the increases in daily
resource usage from one day to the next

Minimization of the sum of the absolute deviations between
daily resource usage and the average resource usage
Minimization of the maximum daily resource usage
Minimization of the maximum deviation in daily resource
usage

Minimization of the maximum absolute deviation between
daily resource usage and the average resource usage

Minimization of the sum of the square of daily resource
usage

Minimization of the sum of the square of the deviations in
daily resource usage

Minimization of the sum of the square of the deviations
between daily resource usage and the average resource usage
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5. MATHEMATICAL MODELING

A mathematical model is formulated in order to represent a system to solve a specific
problem. Mathematical concepts, variables and equations are used to create the
model. The values that are known and input to the model are called parameters. The
variables, which determine the solution of the problem and are to be determined, are
called decision variables. The equations for various descriptions in the model are
called constraints. Finally, the function that represents the main purpose of the

proposed model is called the objective function (Wolsey, 1998).

The area that is captured by the constraints of a mathematical model is called the
feasible region of the model. Any solution that satisfies all of the constraints of a
mathematical model is included in this region and any such solution is called a
feasible solution. Among such feasible solutions, the solution that gives the best
objective function value (if the problem has an objective function with minimization,
the best value would be the minimum value and vice versa), is called the optimum
solution to the problem. The corresponding objective function value is called the

optimum value of the objective function.

There are many types of mathematical models used in various applications. Some
examples to these models are linear programming models, nonlinear programming
models, integer programming models, dynamic programming models and stochastic
models. There are many advantages and disadvantages to using mathematical models
(Wolsey, 1998). The greatest advantage is that they are easy to formulate and usually
easy to solve. There are many software packages developed to solve mathematical
models. In this study, Optimization Programming Language (OPL) is used for this
purpose. On the other hand, as the name “model” suggests, they are merely
representations of the real system so they can never grasp the details and
probabilistic nature of the system completely. Because of this reason, the solutions
that are obtained from the mathematical models give the closest approximations to
real life situations; however, it is important to keep in mind that they are not perfect
answers to the problems that are faced in real life.
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5.1 Integer Programming Models

In order to stay within the scope of this study, the focus will be on Integer
Programming models and solution techniques. The difference between Linear
Programming (LP) models and Integer Programming (IP) models is that in LP
models, the decision variables represent continuous, real numbers whereas in IP
models, the decision variables take integer values (Wolsey, 1998). Examples of a
Linear Programming Model (Formulation 1) and Integer Programming Model

(Formulation 2) are given as follows:

Formulation 1 — Linear Programming Model:

minimize x; + 2x, (5.1)
X1 +x, =21 (5.2)

x, €ERT (5.3)

x, € R* (5.4)

Formulation 2 — Integer Programming Model:

minimize x; + 2x, (5.5)
X +x, =1 (5.6)

x, €Z7F (5.7)

X, €EZ7 (5.8)

In these models, the variables x; and x, are the decision variables. Expressions 5.1
and 5.5 represent the objective functions for formulations 1 and 2 respectively. The
rest of the equations are the constraints for these models. When these models are
examined, it is noticed that the only differences are observed between equations 5.3
& 5.7 and 5.4 & 5.8. The symbol, R* used in constraints 5.3 and 5.4 represent the set
of positive real numbers whereas; Z*, used in constraints 5.7 and 5.8, represent the
set of positive integers. Constraints 5.7 and 5.8 are usually referred to as the
integrality constraints whereas constraints 5.3 and 5.4 are usually called the
nonnegativity constraints (Wolsey, 1998).

An example of a Binary Integer Programming model is as the following:

Formulation 3 — Binary Integer Programming Model:
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minimize x; + 2x, (5.9)

X1+x, =21 (5.10)
X, €EB (5.12)
x, €EB (5.12)

In formulation 3, constraints 5.11 and 5.12 are the binary integrality constraints and

B represents set of binary variables (zero or one).

If, in a model, both integer and continuous decision variables are present, then that
model is a Mixed Integer Programming (MIP) model. Moreover, if the decision
variables in an IP model are binary variables; i.e. variables that can take a value of
either zero or one, then, the model is called a Binary Integer Programming (BIP)
model.

Among the different types of models, LP models are usually the easiest ones to
solve. The reason for this is that the feasible regions of such problems form a
polyhedron and it is easy to find the optimum value by only checking the corners
(extreme points) of the feasible region. A very commonly used method for solving
LP models is called the Simplex Method, which has the very simple idea of checking
those corner points. On the other hand, the IP models are much difficult to solve
since the feasible region is constrained by integer points and it is not enough to check
the corner points to reach a feasible or optimal solution. For this reason, many
heuristics and solution methods have been developed to solve IP models. The most
commonly used method for solving Integer Programming models is called the

Branch & Bound method and this method will be explained in the next section.

5.2 Branch & Bound (B&B) Method

5.2.1 Linear programming relaxations of integer programming problems

A Linear Programming (LP) Relaxation of an Integer Programming (IP) model is
obtained by removing the integrality constraints from the IP and replacing them with
nonnegativity constraints. In this context, formulation 1, given above, is the LP
relaxation of formulation 2. If the problem is a Binary Integer Programming
problem, the binary integrality constraints are replaced with [0,1] bounds. Hence, the
LP relaxation of formulation 3 becomes:
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Formulation 4 — Relaxation of Binary Integer Programming Model:

minimize x; + 2x, (5.13)
X, +x, =1 (5.14)
0<x, <1 (5.15)
0<x,<1 (5.16)

It has been stated before that LP models are usually easier to solve than any type of
IP models. Hence, the LP relaxation of an IP model can usually be solved in an
easier and faster way than the corresponding IP models; however, it is not
necessarily true that the optimal solution of the LP relaxation model is also optimal,
or even feasible, for the IP model. However, this relaxation idea forms the basis of
Branch and Bound method.

5.2.2 The theory behind B&B method

Any integer programming model can be solved by complete enumeration. Complete
enumeration means generating all possible, feasible solutions for the model,
calculating the objective function values for all those models, comparing them and
picking the solution that gives the best objective function value (Wolsey, 1998).
However, for large problems, the number of possible solution grows exponentially,
hence, it becomes very difficult, if not impossible, to generate all those possible
solutions. The next idea that comes to mind is that of a Partial Enumeration. Branch
and Bound method uses the idea of Partial Enumeration by a “divide-and-conquer”
approach. The basic idea is to divide the larger problem into a series of smaller
problems and solve those smaller problems to obtain information about the original
problem. This is usually represented via an enumeration tree. For example, if there
are two binary variables in the model; say x; and x», the enumeration tree is as shown

in Figure 5.1.

In Branch and Bound method, the name “Branch” comes from this enumeration tree
approach. At each node, the LP relaxation of the IP problem is solved considering
the variables that branching is made upon. For example, if Figure 5.1 is considered,
S1 refers to the LP relaxation of the original IP problem with the additional

constraint of the variable x; being equal to zero.
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Figure 5.1.: An example enumeration tree.

Since Branch and Bound method only utilizes partial enumeration, the branches are

stopped, or “fathomed” before the complete enumeration scheme is generated. This

fathoming process occurs in one of the following three ways:

Fathomed by optimality:

If, at any node in the tree, the solution of the LP relaxation problem gives an
integer solution, then, that solution is the optimal value of that specific
branch. Hence, that branch can be fathomed. The corresponding value of the
objective function is called the incumbent value. The incumbent is updated

whenever a better solution is obtained.

Fathomed by bound:

If, at any node in the tree, the obtained value of the objective function for the
LP relaxation is worse than that of a previously obtained feasible solution,
then, there is no need to continue working on that branch; hence, the branch

can be fathomed.

Fathomed by infeasibility:

If, at any node in the tree, the LP relaxation problem has no feasible

solutions, then that branch can be fathomed.

These ideas will now be illustrated with an example.

5.2.2.1 An illustrative example

Consider the following Integer Programming Problem:

maximize X + X, (5.17)
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X; + X, +x3 <15 (5.18)

X, €EB (5.19)
X, €EB (5.20)
X3 €EB (5.21)

The corresponding LP relaxation, which is represented as problem S, is as follows.

maximize x; + X, (5.22)
X; + X, +x3 <15 (5.23)
0<x, <1 (5.24)
0<x,<1 (5.25)
0<x3<1 (5.25)

Hence, the series of LP relaxation problems along with the corresponding

enumeration tree are as follows:
Problem S:
Optimal solution: x;=1 x,=0.5 x3=0
Optimal value of the objective function: z=1.5

Problem S1: (x;=0)

maximize x, (5.26)
X, +x3 <15 (5.27)
0<x,<1 (5.28)
0<x3<1 (5.29)

Optimal solution: x;=0 x,=1 x3=0
Optimal value of the objective function: z=1
Fathom by optimality. Incumbent =1

Notice that x3 can actually take any value between 0 and 0.5 since it does not affect
the objective function. However, the value of zero is chosen for the sake of obtaining

an optimal solution.

Problem S2: (x1=1)
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maximize 1 + x, (5.30)

1+ Xy + X3 <1.5 (531)
0<x, <1 (5.32)
0<xs<1 (5.33)

Optimal solution: x;=1 x,=0.5 x3=0
Optimal value of the objective function: z=1.5

Problem S3: (x;=1 & x2=0)

maximize 1 (5.34)
X3 <0.5 (5.35)
0<x3<1 (5.36)

Optimal solution: x;=1 x,=0 x3=0
Optimal value of the objective function: z=1
Fathom by optimality. Incumbent =1

Notice that x3 can actually take any value between 0 and 0.5 since it does not affect
the objective function. However, the value of zero is chosen for the sake of obtaining

an optimal solution.

Problem S4: (x;=1 & x,=1)

maximize 2 (5.37)
x3 < —0.5 (5.38)
0<x3<1 (5.39)

Fathom by infeasibility; the problem has no feasible solution.

Since all the branches are fathomed, the best incumbent value and the corresponding
solution are taken to be the optimal objective function and optimal solution to the
original problem. In this problem, two branches gave the same incumbent values.

Hence, an alternative optima have been obtained.

Optimal objective function value = 1

Optimal solutions: x;=0 X,=1 Xx3=0 OR Xx3;=1 X,=0 X3=0
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The corresponding enumeration tree is given in Figure 5.2.

Figure 5.2: The enumeration tree for the illustrative example.
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6. CASE STUDY

Previous chapters of the study dealt with general planning and resource management
processes along with planning systems and resource leveling in depth. Construction
project types and their relationship with appropriate planning systems were
mentioned. In addition, the B&B algorithm as an optimization tool was also

investigated.

In this part of the study, using and blending in all the information previously
described, an asphalt highway project will be examined from planning and resource
leveling point of view in detail. Actual data of quantities, resources (i.e., equipment),
and production rates were obtained from this real life highway project. Moreover, a
location-based plan was established in accordance with precedence relations to
obtain earliest start dates of activities. Later, latest start dates were calculated
manually to use in optimization process and an integer-programming model is
established and solved with B&B algorithm. In this study, the number of trucks
utilized throughout the project was aimed to be leveled. Output of the model solution

is analyzed and results were maintained.

6.1 Project Information

The project subject to case study is a 9.7 km long asphalt highway construction
project and was built in Sakarya, Turkey, in 2011. Width of the highway is 23 m for

the first 8.4 km and 27 m for the remaining 1.3 km as it can be seen in Figure 6.1.

There are two lanes on both directions of the highway, each 3.5 m wide and
2 X 3,5 =7 m for one direction. In addition, width of 2.5 m highway is included as
safety lanes on both sides, along with 2 m for pavement in 27 m wide section.

Besides, there is a 4 m wide zone as refuge consisting lightning and planting.

In the following, activities constituent the highway project will be identified along
with their total quantities in the project. Besides, the location breakdown structure of

the real-life project will be explained.
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(b)
Figure 6.1: Highway cross-sections for (a) 23 m width (b) 27 m width.

6.1.1 Tasks and quantities
Project consists of four different layers, which are:
I.  Subbase Il.  Plantmix 1. Binder IV.  Wearing

In addition to production of these mentioned layers, drainage pipes were installed
after the completion of subbase layer production. Therefore, these tasks follow the

order shown in Figure 6.2.
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Subbase| —> [ Drainage—> | Plantmix|—> | Binder | —> | Wearing

Figure 6.2: Tasks in the order of production.

These layers are of various depths and the layer sections of the project are as in

Figure 6.3.
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Figure 6.3: Layer sections (a) in first 8.4 km (b) in remaining 1.3 km.

Subbase layer production took place only in the first 8.4 km of the project. Other
layers, plantmix, binder and wearing, along with drainage pipes installation, were

conducted throughout the entire project.

Since the project is highway construction, it is highly linear and repetitive in nature.
Above-mentioned layers of the highway, along with drainage, were constructed in
same order but with different quantities throughout the entire project. Quantities of
the each task were calculated in detail, by taking roof slope of the highway into

consideration and total quantities of these activities are as in Table 6.1.

Table 6.1: Total quantities of asphalt highway construction works.

Activity Name Quantity  Unit
Subbase layer 39.000,00 m3
Drainage pipes 541500 m
Plantmix layer 30.500,00 m3
Binder layer 196.150,00 m2
Wearing layer 193.760,00 m2
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6.1.2 Location breakdown structure

As it is mentioned in Chapter 3, by dividing complete project into smaller logical
work groups, not only increased project control but also continuous work flow is
aimed. For linear projects, especially for highway projects, as in this case study,
breaking entire work package down into locations, preferably mostly equal and
continuous stations, improves the sharpness of the planning process and makes it a

far easier objective to achieve.

Project was conducted as sections of 500 m each and a location breakdown structure
(LBS) was prepared in accordance with actual data obtained from the real-life project
as shown in Table 6.2.

Table 6.2: LBS with distance information.

Location No. Location distance (m)

1 0-500

2 500 - 1000
3 1000 - 1500
4 1500 - 2000
5 2000 - 2500
6 2500 - 3000
7 3000 - 3500
8 3500 - 4000
9 4000 - 4500
10 4500 - 5000
11 5000 - 5500
12 5500 - 6000
13 6000 - 6500
14 6500 - 7000
15 7000 - 7500
16 7500 - 8000
17 8000 - 8380
18 8380 - 8400
19 8400 - 8900
20 8900 - 9400
21 9400 - 9710

At 18™ location there is the bridge construction works, therefore this location is
limited with 20m in order to contain only bridge works. Remaining distance was
again divided into 500 m sections and last location, 21", had the remaining 310 m

part only.
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6.2 Construction Methodology

Previously mentioned layers of the highway project were constructed with different
sets of equipment and crews, hence had different production rates. In accordance
with tools and workers, production rates of each activity will be calculated in this

section of the study.

Moreover, the precedence dependencies between tasks will also be analyzed in

detail, due to the importance of these relations while creating solid plans.

6.2.1 Production rates

Production rate for each activity differs due to equipment and crews working on that
task. Therefore, production rates of activities were calculated separately in
accordance with the info taken form the company. Activities using same equipment

and crews naturally have same production rates.

6.2.1.1 Subbase and plantmix layers

Subbase is the laid and compacted layer over the superstructure base resulted from
cut or fills with completed thin grading, in accordance with the projects, profiles and
cross-sections. Materials to be used in subbase layer production are sand, gravel,
terrace gravel, deteriorated rock, slag, crushed stone etc. (RTGDH Technical
Specification, 2006).

Plantmix layer is prepared by mixing materials such as crushed gravel, crushed slag,
crushed stone, fine aggregate within the specified gradation limits in a way that at
least three separate coarse and fine grain size groups with the appropriate amount of
water gives gradation constantly. This prepared plantmix material, is laid and
compacted in layers of one of more than once, over the completed, adjusted and
given the necessary slope, subbase layer in accordance with defined projects, profiles
and cross-sections (RTGDH Technical Specification, 2006).

Subbase and plantmix layer productions use same equipment and crews, as a result

of this fact these two activities have same production rates.
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Required Equipment: Required Crew:

e 1 Mechanical plant e 1 Operator for plant

(400tons/hour) e 1 Operator assistant
e 1 Loader e 1 Operator for loader
e 1 Weighing machine e 1 Qiler

For laying and ramming: * 1 Weighing personnel

e 1Finisher For laying and compacting:
e 1 Pneumatic-tired roller e 1 Operator for finisher
e 2 lron drum rollers e 1 Operator for pneumatic-tired
For transportation roller
ion: .
e 16 Trucks e 2 Operators for iron drum
rollers

e 5 Unskilled workers

For transportation:
e 16 Truck drivers

Laboratory Crew: 2 people

Surveyor Crew: 3 people

Production assumptions and averages:

1. There is a borrow pit 10 km away.
2. Trucks used in transportation, can make 8 trips a day to the disposal area.
3. Each truck can carry 25 tons of load for a trip.

Production calculations:

tons hours ton
Mechanical plant production: 400 X 8 = 3200—
hour day day
Number of tri day: 32000 - 25 L0 _ 19g TIPS
umber of trips for a day: day ——— day
] trips trips trucks
Required number of trucks: 128 + =
day truck day

1 m3 Subbase = 1,8 Tons

_ , tons tons m3
Daily subbase production: 3200 —— + 1,8 =1777,78—
day m3 day

1 m3 Plantmix weighs 1,9 Tons
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Daily plantmi ducti _3200t0ns : 19t0ns—168421 m’
aily plantmix production: day Y0 T 2l

6.2.1.2 Binder and wearing Layers

Binder and wearing layers are produced by mixing crushed and sieved coarse
aggregate, fine aggregate and mineral filler with bituminous binder in an asphalt
plant, within particular gradation limits according to the principles of mixture
formula. This mixture is applied over sufficient bases, bituminous or concrete
coatings as one or more layers in a hot state in accordance with defined projects,

profiles and cross-sections (RTGDH Technical Specification, 2006).

Binder and wearing layer productions use same equipment and crews, as a result of

this fact, these two activities have same production rates.

Required Equipment: Required Crew:
e 1 Asphalt plant (200 tons/hour) e 1 Operator for plant
e 1 Loader e 1 Operator assistant
e 1 Weighing machine e 1 Operator for loader
e 1Oiler

For laying and ramming: e 1 Weighing personnel

e 1 Finisher
e 1 Pneumatic-tired roller For laying and compacting:
e 2 lIrondrum rollers e 1 Operator for finisher
. e 1 Operator for pneumatic-tired
For transportation: roller
e 8 Trucks .
e 2 Operators for iron drum
rollers

e 5 Unskilled workers

For transportation:
e 8 Truck drivers

Laboratory Crew: 2 people

Surveyor Crew: 3 people

Production assumptions and averages:

1. There is a borrow pit 10 km away.
2. Trucks used in transportation, can make 8 trips a day to the disposal area.
3. Each truck can carry 25 tons of load for a trip.

Production calculations:
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] tons hours ton
Asphalt plant production: 200 X 8 =1600—

hour day day
Numb i dav: 1600 tons 5t ton _trips
umber of trips for a day: iy trip day

trips g trips trucks

Required number of trucks: 64 day * Struck = S day

1m3 Asphalt weighs 2,4 Tons

tons tons
8 cm thick asphalt binder layer: 0,08 m x 2400 = 0,192
m3 m2
o ) tons tons m?
Daily binder production: 1600 —— = 0,192 = 8333,33 —
day m? day

ton ton
5 cm thick asphalt wearing layer: 0,05 m X 2400 — = 0,120
m

m2
Dail ' duction: 1600 2% + 0.120 % = 13333,33 ™%
aily wearing production: day T 012007 = B

Figure 6.5: Asphalt laying and compacting.
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6.2.1.3 Drainage

Required Equipment:
e 1 Tractor

Required Crew:
e 1 Driver for tractor

e 5 laborers

Daily drainage production: 100 m/day
6.2.2 Precedence relations

Activities follow the same production order for each location as a little part shown in
Table 6.3.

Table 6.3: Activity codes and activities distributed over locations.

Location1 Location2 Location3 Location4 Location5 Location 6

Subbase S1 S2 S3 S4 S5 S6
Drainage D1 D2 D3 D4 D5 D6
Plantmix P1 P2 P3 P4 P5 P6
Binder Bl B2 B3 B4 B5 B6
Wearing W1 W2 W3 W4 W5 W6

For instance, in location 1 subbase, drainage, plantmix, binder and wearing
productions are performed successively whereas they follow same sequence in
location 2, 3 and all.

Besides, the precedence relations between activities can be analyzed in two different

aspects, since tasks are linked from two dimensions.

6.2.2.1 Activity orders

Same activity continues through the locations to provide smooth workflow, hence,
the activity i cannot start in location j before it is completed in location j-1. The
reason for this precedence constraint is that activity i is performed with same
resources in every location. Each row of Table 6.3 exemplifies activity orders and for

instance, Subbase production is carried out as shown in Table 6.4.

Table 6.4: Activity order for subbase activity over locations.

Location 1 Location 2 Location 3 Location4 Location5 Location 6
Subbase S1 S2 S3 S4 S5 S6
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6.2.2.2 Location orders

Activities follow the same production order for each location, however two different
and successive tasks cannot be performed in any location in the same time period.
Therefore, if activity i is the predecessor of activity k, activity k cannot start in
location j before activity i finishes. The reason for this precedence constraint is that
there cannot be enough room for carrying out two or more tasks simultaneously in
same location. Each column of Table 6.3 exemplifies activity orders and for instance,

tasks are conducted in Location 1 as shown in Table 6.5.

Table 6.5: Location order for activities over Location 1.

Subbase Drainage Plantmix Binder Wearing
Location 1 S1 D1 P1 Bl W1

If activity and location orders are evaluated together, in order to comprehend the
complete precedence relation picture of activities and locations, laddering activities

as shown in Figure 6.6 may be useful to visualize precedence relations better.

Figure 6.6: Laddering of activities in accordance with activity and location orders.

6.3 Deciding On The Planning System To Be Employed

Since laddering example in Figure 6.6 shows the structure of the activity
dependencies for 30 activities, the project investigated with 101 activities is of more
complicated structure when planned with CPM in Primavera Project Planner (P6)
software. P6 is the commonly used CPM based planning software worldwide and
shows every characteristics of CPM planning system. This way of scheduling
produces of complex, hard to not only follow but also control schedules.

Besides, resource leveling logic of P6 depends on trimming resource usage peaks and
delaying them as much as possible to match the resource constraints of the project

(Harris, 2010). Resource leveling options in P6 are as follows:
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I.  Drag Activities: manually change activity starts to control aggregation and
level resources. However, CPM logic has to be broken so as the precedence

relations of activities.

Il.  Constraint Activities: Set a resource limit cannot be exceeded by activities

and allocate priorities to activities to use resources.

I1l.  Sequence Activities: Break automated CPM logic and manually create
activity orders in accordance with resource utilization rates of activities to

level resources.

IV.  Leveling Function: Use automatic leveling function of P6, however this tool
also breaks CPM logic activity orders in order to guarantee that no activity
gets over the resource limits but automatically queues activities without any
production logic or precedence relationships. Activities are sequenced only to
fulfill limitations (Harris, 2010).

None of the actions above offers a solid leveling option while protecting project logic
such as precedence relations and activity orders. As it can be clearly seen that CPM
based P6 is not a reliable tool for resource leveling. In addition, complex structure of
CPM schedules and controlling difficulties revives the questions of the CPM as a

capable resource leveling tool.

Herein, LBP emerges as the answer. LBP uses the calculation logic of CPM, whereas
it is far less complicated in visualization of projects, hence provides utmost control
of the project. A LBP software VICO Control (VC) is far easier to use and provides

total project control both in visual and logical ways.

Therefore, this case study was conducted with Location-Based Planning and VICO

Control to produce the initial schedule.

6.4 Preparing the Initial Plan Using LBS and VICO Control

In this section, the preparation of the initial plan using VICO Control will be

explained.

6.4.1 LBS

As it is mentioned before, the project was conducted in 21 different locations, so the

project was divided into locations by adding locations.
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Adding a Location
Mamin &
Hierarchy: Location g st
" Alphabet
Mumber of Locations: 2
{* MNumber
QK | Cancel

Figure 6.7: Adding locations to the project.

All of these locations were not of same length and should be adjusted accordingly.
Quantities of the locations were measured by the distance covered by that specific

location. Distances and quantities of the locations can be seen in Table 6.6.

Table 6.6: LBS and location quantities of the project.

Location No.  Location limits (m) Distance Quantity
1 0 - 500 500 1
2 500 - 1000 500 1
3 1000 - 1500 500 1
4 1500 - 2000 500 1
5 2000 - 2500 500 1
6 2500 - 3000 500 1
7 3000 - 3500 500 1
8 3500 - 4000 500 1
9 4000 - 4500 500 1
10 4500 - 5000 500 1
11 5000 - 5500 500 1
12 5500 - 6000 500 1
13 6000 - 6500 500 1
14 6500 - 7000 500 1
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Table 6.6 (continued): LBS and location quantities of the project.

Location No.  Location limits (m) Distance Quantity
15 7000 - 7500 500 1
16 7500 - 8000 500 1
17 8000 - 8380 380 0,76
18 8380 - 8400 20 0,04
19 8400 - 8900 500 1
20 8900 - 9400 500 1

Project Location
]
0
oo
Project  [777 """
3

Figure 6.8: Quantity adjusted locations over the project.

47



6.4.2 Tasks

After completion of the LBS, tasks were drawn roughly in the project flowline view
in accordance with activity occurrences throughout the locations. For instance,
subbase activity end in location 17 and as it can be seen in Figure 6.9, subbase

activity (first line on the left hand side) is not performed between location 18 and 21.

Flowline view ‘Asphalt Highway

Manager:
Fromel

s 2

rerast — —

Figure 6.9: Roughly drawn taks in flowline view.

6.4.3 Production rates

VC has a different perception of production rates. In previous chapters production
rate calculations were made for each task and the daily production amounts were
maintained. However, VC works with hourly consumption per unit as production

rate. Hence, further calculations were needed in order to load production info to VC.

For example, one crew was used for binder layer production with daily production
rate of 8333,33 m?/day and the crew was consisted of 8 trucks. Every working day is

of 8 hours. So “Consumption hours / units” data for excavation:

) ) 8 hours
Consumption hours /units for 1 truck per day: 83333372 0.00096

Consumption hours/units for 8 trucks:0.00096 x 8 = 0.008

All of these VC type production rates are calculated and the results are shown in
Table 6.7.
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Table 6.7: Calculated production rates to be used in VC.

Consumption

Code Name hours/units
PO01 Subbase 0,0720
P002 Drainage 0,0800
P003 Plantmix 0,0768
P004 Binder 0,0080
P0O05 Wearing 0,0048

6.4.4 Bill of quantities

VICO Control produces different project analysis screens, which are all linked. Any
change in one of these screens, is simultaneously implemented to another view.
Hence, activities drawn in flowline view were also appeared in Bill of Quantities

(BOQ) screen as shown in Figure 6.10.

" Resource view

Target bill of quantities % Structure/method view Cost
g Q Task type: Schedule - ost type o

Hierarch| Apprg Code | Name Quant Unit Costfy TL / units| TL Social cod Consul Hours| Rezsources
1 O P01 *SUBBASE N 0 0 0 0
0 P02  *DRAINAGE N 0 0 0 0
3 O P03 *PLANTMIX | 0 0 0 0
4 0 P04  *BINDER ] 0 0 0 0
5 0O P05  *WEARNG [ ] 0 0 0 0

Free Quantities (guantities below this line are not assigned to tasks)

Total hours in the schedules = 0 (0.0%) Free hours =0 (0.0%) Total hours =0
BoQ Method Costs = TL 0{0.0%) Free costs = TL 0(0.0%) Total costs =TLD

Create schedule task | Add/edit quantities | Edit resources | Find | Maove to Summary task

Figure 6.10: Activites in BOQ screen.
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Another easiness and practicality of VC is that it is possible to add quantities from
MS Excel on condition that sheets were prepared in accordance with VC’s specific

BOQ format as shown in Table 6.8.

Table 6.8: Total quantities of the activites.

Consumption

Code Name hours/units Quantity Unit
PO01 Subbase 0,0768 39000,00 M3
P002 Drainage 0,0800 5415,00 M
PO03 Plant mix base  0,0768 30500,00 M3
P0O04 Binder 0,0080 196150,00 M2
P005 Wearing Course  0,0048 193760,00 M2

After BOQ info was inserted into VC, quantity data became available for the activity

distribution as in Figure 6.11.

Hiegrarch| Appro Code | Name Quantity | Unit Consumption Hours tHesources
1 O PO01 *SUBBASE [ 0
2 O PO0Z *DRAINAGE ] 0
3 O PO03  *PLANTMIX ] 0
4 O PO04 *BINDER ] 0
5 O POS  *WEARING ] 0

- Free Quantities (guantities below this line are not assigned to tasks)
1 O Po0O1  Subbase 35000 M3 0.0768 2935
2 [0 P002 Drainage 415 M 0.08 433
3 [0 POO3  Plant mx base 30500 M3 0.0768 2342
4 [0 Poo4 Binder 196150 M2 0.008 1569
5 [0 Po0S Wearing Courze 183760 M2 0.0048 930

Figure 6.11: Activities with undistributed quantities.

Quantities were allocated to the activities by using quantity transfer window as
shown in Figure 6.12. All of the quantity information was paired with the appropriate

activities in order to match correct quantities with each activity.

Some activites were not performend in some locations. For instance, subbase had not
been produced in locations after 17". Therefore, during mentioned quantity
allocation, locations, in which specific activities were not undertaken, were
eliminated form the distribution in order to match each quantity requirement in each

location and allocate quantity percentages correctly.

Quantity distribution view for activities and the mentioned subbase example of
location elimination after 17" from quantitiy distribution can be in Figure 6.13 and

6.14, respectively.
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wmm——
Find: I

— CQuantities

— Tasks

DRAINAGE
PLANTMIX
BINDER
WEARING

|Free Cuantities iiuarrt'rties below this line

lDistrihu‘lequantiIies ocation

Guantities:

OK

Cancel

Figure 6.12: Quantity distribution for subbase layer.

Locations:

> %

L

|trierted quar‘ No quantrtial -~

=]
Q
=

| Ccode
1] Poo1

Select all Locations that have

quantities,

Quantity |f in Luc'{ Hierarchy | Locations. ‘ Proportion
39000 M3 =g = Project
25
25
25
25
25
25
25
25
25
25
25
25
25
25
25
25
19
1
25

g1~ @ kG ha

| Clear zelection Digtribute by location size

5.1%
51%
5.1%
5.1%
51%
5.1%
5.1%
51%
5.1%
5.1%
51%
5.1%
51%
51%
5.1%
51%
3.5%
0.2%

2008.24
2008.24
2008.24
2008.24
2008.24
2008.24
2008.24
2008.24
2008.24
2008.24
2008.24
2008.24
2008 24
2008.24
2008.24
200824
1526.26
80.33

200824

OO0O00O0000O000O0O0O00OoO0oon
OO0O00O0000O0000O0O00OoO0oon

Dizgtribute quantities evenly

Cancel

Figure 6.13: Quantity distribution view for activities.
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Locations:

Hierarchy |Locations Proportion -» 9% Lock | Distributed guantity |Mo quantties ﬂ
12 2 2897 6% O 238497 O
13 3 2857 6% O 232597 O
1.4 4 2857 6% O 232597 O
15 5 28.97 6% O 232857 O
15 G 28.97 6% O 232857 O
1.7 7 2897 5% O z3zsa7 O
1.2 & 2897 6% O 232887 O
159 o 2897 6% O 2328497 O
110 10 2897 6% O 23847 O
1.1 11 2897 6% O 232847 O
1.12 12 2897 6% O 232647 O
1.13 13 2897 6% O 232647 O
1.14 14 2897 6% O 2328497 O
1.15 15 2897 6% O 2328497 O
1.18 16 2897 6% O 238497 O
117 17 2202 4.5% O 1768.5 O
1.18 18 0 0% O 0 L4
1.15 19 0 0% O 0 4
1.20 20 0 0% O 0 4 I
1.21 21 0 0% o o e hd

Figure 6.14: Identifying locations without quantities.

6.4.5 Resources

Activities of the project include many different types of resources as it can be seen in
production rate calculations. All of the required equipment and crews of activities
can be subject to resource leveling process. However, as it is mentioned before, aim
of this study is to level truck utilization throughout the project. Therefore, only trucks
were registered as resources to the VC and assigned to the activities using trucks in
accordance with their production rate calculations. Total of 50 trucks within the
limits of companies vehicle park are registered with resource code TRC as in Figure
6.15.

Code and name editing

Code: TRC

Mame: | Truck|

K | Cancel |

Figure 6.15: Resource registration.

Moreover, registered resources were allocated to the activities as seen in Figure 6.16.
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Hierarchy | Apy tCode | Name Quantity | Unit Consumption Hours Resources

+1 O PO01  SUBBASE 35000 M3 0.0768 2995 Truck: 16
+2 [0 Po0Z2 DRAINAGE 5415 I 0.08 433

+3 [0 POO3  PLANTMIX 30500 M3 0.0768 2342 Truck: 16
+4 [0 PO04 BINDER 195150 M2 0.008 1569 Truck: 8
+5 O Poos WEARING 193760 M2 0.0048 930 Truck: 8

Figure 6.16: Allocated resources to the activities.

6.4.6 Dependencies

Activity dependencies were generated as in the previously mentioned order and all of
the activities in the project were bounded to each other by Finish to Start (FS)

dependency links.

' = ™y

MNew dependency -

™ Single Location

Type: FS -
Lag: 0
Buffer (days): 0

Locationis) delay: 0
Precision Level: Location v

Advanced >>x | oK | Cancel |

\ - = =

Figure 6.17: Dependency generating between activities.

6.4.7 Durations and schedule

After all available data, such as tasks, production rates, quantities, resources, and
dependencies were loaded; VC produced activity durations and creates the schedule

as seen in Figure 6.18.

e Flowline view Asphalt Highway‘
Fromot | Losator B |
Feb T T Wy Ton
5 £} 5 iz 5 T z z g 5 £ L — )‘E‘ )
/£ /1
foviinidf.
V4 Ay
/. /.
VAN AYi
: / /1 /
: /. YAy
: V4 / /
: A
- /. AN AR,
yd Y4 /
: /. /
/.
/. VAV 4
/. / /
‘ Y4 /
: . Iy 4 ?//
A &

Figure 6.18: Location-based schedule on flowline view.
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However, this schedule was based on default priority of VC, continuity. In order to
obtain earliest start dates to be used in CPM pass calculations, activities should be
forced to start “As early as possible” but also not to be forced continuity, which can

be done by making adjustments in task editing box as seen in Figure 6.19.

Edit task: DRAINAGE (Total controlled quantity: 5415.0 M, Target production rate: 100.0 M/day) *
— — . -
Task Pat:  [DRAINAGE = sl | | |
&: Risks ] 7: Progress ] 8: Cost ] 5: Payment events ] 10: Customise ] 11: Diary ]
1: General l 2: Resources ] 3: Dependencies I 4: Quartities ] 5: Duration ]

Identifier Location sequence

Code: POO2 Use template 1 - Up
2

Mame: |DRAINP~GE 3 Daown I
4

Task part name: | 5 = Feverse I
&

Timing 7 Ed..

Start: 232011 v As early as possible g Project defauts

End: 852011 L oecetos Ry 10 Import

™ Force ASAP and Continuous

Duration: 54 j days E i Export I

ekl Project calendaljv & Location precision: Location -

Supplier Manager

<no selection: j New |:n0 selection:> j New
|Use dependency order [ | << 0K and previous | OK and next = | v| oK | Cancel
= — —— = S—

Figure 6.19: Task editing in order to obtain earliest start dates.

After all activities were adjusted to start as early as possible and not to be forced for
task continuity, available activities were splitted and the schedule transforms to the

state as shown in Figure 6.20.

renaner Flowline view Asphalt Highway
Feo T T [ IE
7
f44
=7
/! /]
/ //
/ I/4
/. 747
7 7
- /. Ll
£ g4
/L
/.
/ /
/ /4]
/A7
AN 17/
il

3gaio Toares - 7ot or Operaonal s

Figure 6.20: Location-based schedule with activities starting as early as possible.

Activity earliest start times were obtained by starting activities as early as possible

and it will be analyzed in detail on next section.
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6.5 Start date calculations

6.5.1 Earliest start dates

All activities, starting as early as possible, were scheduled in accordance with
aforementioned precedence relations, and earliest start dates, calculated

automatically by VC, were obtained as they can be seen in Table 6.9.

Table 6.9: Complete schedule with activity earliest time and durations.

No. Name  Location Earliest Start Duration
1  Subbase 1 1,00 1,30
2  Subbase 2 2,30 1,30
3  Subbase 3 3,60 1,30
4  Subbase 4 4,90 1,30
5 Subbase 5 6,20 1,30
6 Subbase 6 7,50 1,30
7 Subbase 7 8,80 1,30
8  Subbase 8 10,10 1,30
9  Subbase 9 11,40 1,30
10 Subbase 10 12,70 1,30
11 Subbase 11 14,00 1,30
12 Subbase 12 15,30 1,30
13  Subbase 13 16,60 1,30
14 Subbase 14 17,90 1,30
15 Subbase 15 19,20 1,30
16  Subbase 16 20,50 1,30
17  Subbase 17 21,80 1,00
18 Drainage 1 2,30 2,80
19 Drainage 2 5,10 2,80
20 Drainage 3 7,90 2,80
21 Drainage 4 10,70 2,80
22 Drainage 5 13,50 2,80
23 Drainage 6 16,30 2,80
24 Drainage 7 19,10 2,80
25 Drainage 8 21,90 2,80
26 Drainage 9 24,70 2,80
27 Drainage 10 27,50 2,80
28 Drainage 11 30,30 2,80
29 Drainage 12 33,10 2,80
30 Drainage 13 35,90 2,80
31 Drainage 14 38,70 2,80
32 Drainage 15 41,50 2,80
33 Drainage 16 44,30 2,80
34 Drainage 17 47,10 2,10
35 Drainage 18 49,20 0,10
36 Drainage 19 49,30 2,80
37 Drainage 20 52,10 2,80
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Table 6.9 (continued): Complete schedule with activity earliest time and durations.

No. Name Location Earliest Start Duration

38 Drainage 21 54,90 1,70
39 Plantmix 1 5,10 0,90
40 Plantmix 2 7,90 0,90
41 Plantmix 3 10,70 0,90
42  Plantmix 4 13,50 0,90
43  Plantmix 5 16,30 0,90
44 Plantmix 6 19,10 0,90
45  Plantmix 7 21,90 0,90
46 Plantmix 8 24,70 0,90
47  Plantmix 9 27,50 0,90
48 Plantmix 10 30,30 0,90
49  Plantmix 11 33,10 0,90
50 Plantmix 12 35,90 0,90
51 Plantmix 13 38,70 0,90
52 Plantmix 14 41,50 0,90
53 Plantmix 15 44,30 0,90
54  Plantmix 16 47,10 0,90
55 Plantmix 17 49,20 0,70
56 Plantmix 18 49,90 0,10
57 Plantmix 19 52,10 0,90
58 Plantmix 20 54,90 0,90
59 Plantmix 21 56,60 0,60
60 Binder 1 6,00 1,20
61 Binder 2 8,80 1,20
62 Binder 3 11,60 1,20
63 Binder 4 14,40 1,20
64 Binder 5 17,20 1,20
65 Binder 6 20,00 1,20
66 Binder 7 22,80 1,20
67 Binder 8 25,60 1,20
68 Binder 9 28,40 1,20
69 Binder 10 31,20 1,20
70 Binder 11 34,00 1,20
71 Binder 12 36,80 1,20
72 Binder 13 39,60 1,20
73 Binder 14 42,40 1,20
74 Binder 15 45,20 1,20
75 Binder 16 48,00 1,20
76 Binder 17 49,90 0,90
77 Binder 18 50,80 0,10
78 Binder 19 53,00 1,20
79 Binder 20 55,80 1,20
80 Binder 21 57,20 0,80
81 Wearing 1 7,20 0,70
82 Wearing 2 10,00 0,70
83 Wearing 3 12,80 0,70
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Table 6.9 (continued): Complete schedule with activity earliest time and durations.

No. Name Location Earliest Start Duration

84 Wearing 4 15,60 0,70
85 Wearing 5 18,40 0,70
86 Wearing 6 21,20 0,70
87 Wearing 7 24,00 0,70
88 Wearing 8 26,80 0,70
89 Wearing 9 29,60 0,70
90 Wearing 10 32,40 0,70
91 Wearing 11 35,20 0,70
92 Wearing 12 38,00 0,70
93 Wearing 13 40,80 0,70
94 Wearing 14 43,60 0,70
95 Wearing 15 46,40 0,70
96 Wearing 16 49,20 0,70
97 Wearing 17 50,80 0,60
98 Wearing 18 51,40 0,10
99 Wearing 19 54,20 0,70
100 Wearing 20 57,00 0,70
101 Wearing 21 58,00 0,50

6.5.2 Backward pass and latest start calculation with total floats

After all of the earliest start time were maintained, latest start time of the last activity
was taken equal to its earliest start time and latest start times of all remaining
activities were calculated manually by backward pass calculations using total floats
as it is in CPM. In order to use total floats in backward pass, latest start times of
successor activities were taken into consideration for obtaining latest start of the
predecessors. Moreover, as successor of each activity, mostly there were two
different activities, which was previously explained in detail in precedence relations,
due to activity orders and location orders. Therefore, while making backward pass
calculations there was generally two different latest start values calculated from two
different successors. In order to eliminate one of those and obtain the correct latest
start date of predecessor, that would not change the complete project duration,

following formulation was used:
LS;:  Latest start time of the activity i
ti: Duration of the activity i

LS; 1 +1: Latest start time of the activity j within the same task but in the next location

(activity order)
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LSy 4+1: Latest start time of the activity k in the same location but the following task

(location order)
LS; = min(LSj 1415 LSkas1) — & (6.1)

These calculations were made for all activities and complete earliest, latest start data

set was maintained, which is shown in Table 6.10.

Table 6.10: Complete data set calculated with total floats.

No. Name Location Earliest Start Latest Start Duration Total Float
1 Subbase 1 1,00 1,00 1,30 0,00
2 Subbase 2 2,30 3,80 1,30 1,50
3 Subbase 3 3,60 6,60 1,30 3,00
4 Subbase 4 4,90 9,40 1,30 4,50
5 Subbase 5 6,20 12,20 1,30 6,00
6 Subbase 6 7,50 15,00 1,30 7,50
7 Subbase 7 8,80 17,80 1,30 9,00
8 Subbase 8 10,10 20,60 1,30 10,50
9 Subbase 9 11,40 23,40 1,30 12,00
10 Subbase 10 12,70 26,20 1,30 13,50
11 Subbase 11 14,00 29,00 1,30 15,00
12 Subbase 12 15,30 31,80 1,30 16,50
13 Subbase 13 16,60 34,60 1,30 18,00
14 Subbase 14 17,90 37,40 1,30 19,50
15 Subbase 15 19,20 40,20 1,30 21,00
16 Subbase 16 20,50 43,00 1,30 22,50
17 Subbase 17 21,80 46,10 1,00 24,30
18 Drainage 1 2,30 2,30 2,80 0,00
19 Drainage 2 5,10 5,10 2,80 0,00
20 Drainage 3 7,90 7,90 2,80 0,00
21 Drainage 4 10,70 10,70 2,80 0,00
22 Drainage 5 13,50 13,50 2,80 0,00
23 Drainage 6 16,30 16,30 2,80 0,00
24 Drainage 7 19,10 19,10 2,80 0,00
25 Drainage 8 21,90 21,90 2,80 0,00
26 Drainage 9 24,70 24,70 2,80 0,00
27 Drainage 10 27,50 27,50 2,80 0,00
28 Drainage 11 30,30 30,30 2,80 0,00
29 Drainage 12 33,10 33,10 2,80 0,00
30 Drainage 13 35,90 35,90 2,80 0,00
31 Drainage 14 38,70 38,70 2,80 0,00
32 Drainage 15 41,50 41,50 2,80 0,00
33 Drainage 16 44,30 44,30 2,80 0,00
34 Drainage 17 47,10 47,10 2,10 0,00
35 Drainage 18 49,20 49,20 0,10 0,00
36 Drainage 19 49,30 49,30 2,80 0,00
37 Drainage 20 52,10 52,10 2,80 0,00
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Table 6.10 (continued): Complete data set calculated with total floats.

No. Name Location Earliest Start Latest Start Duration Total Float
38 Drainage 21 54,90 54,90 1,70 0,00
39 Plantmix 1 5,10 33,70 0,90 28,60
40 Plantmix 2 7,90 34,90 0,90 27,00
41 Plantmix 3 10,70 36,10 0,90 25,40
42 Plantmix 4 13,50 37,30 0,90 23,80
43 Plantmix 5 16,30 38,50 0,90 22,20
44  Plantmix 6 19,10 39,70 0,90 20,60
45 Plantmix 7 21,90 40,90 0,90 19,00
46 Plantmix 8 24,70 42,10 0,90 17,40
47 Plantmix 9 27,50 43,30 0,90 15,80
48 Plantmix 10 30,30 44,50 0,90 14,20
49 Plantmix 11 33,10 45,70 0,90 12,60
50 Plantmix 12 35,90 46,90 0,90 11,00
51 Plantmix 13 38,70 48,10 0,90 9,40
52 Plantmix 14 41,50 49,30 0,90 7,80
53 Plantmix 15 44,30 50,50 0,90 6,20
54  Plantmix 16 47,10 51,70 0,90 4,60
55 Plantmix 17 49,20 53,10 0,70 3,90
56 Plantmix 18 49,90 53,80 0,10 3,90
57 Plantmix 19 52,10 53,90 0,90 1,80
58 Plantmix 20 54,90 55,10 0,90 0,20
59 Plantmix 21 56,60 56,60 0,60 0,00
60 Binder 1 6,00 34,60 1,20 28,60
61 Binder 2 8,80 35,80 1,20 27,00
62 Binder 3 11,60 37,00 1,20 25,40
63 Binder 4 14,40 38,20 1,20 23,80
64 Binder 5 17,20 39,40 1,20 22,20
65 Binder 6 20,00 40,60 1,20 20,60
66 Binder 7 22,80 41,80 1,20 19,00
67 Binder 8 25,60 43,00 1,20 17,40
68 Binder 9 28,40 44,20 1,20 15,80
69 Binder 10 31,20 45,40 1,20 14,20
70 Binder 11 34,00 46,60 1,20 12,60
71 Binder 12 36,80 47,80 1,20 11,00
72 Binder 13 39,60 49,00 1,20 9,40
73 Binder 14 42,40 50,20 1,20 7,80
74 Binder 15 45,20 51,40 1,20 6,20
75 Binder 16 48,00 52,60 1,20 4,60
76 Binder 17 49,90 53,80 0,90 3,90
77 Binder 18 50,80 54,70 0,10 3,90
78 Binder 19 53,00 54,80 1,20 1,80
79 Binder 20 55,80 56,00 1,20 0,20
80 Binder 21 57,20 57,20 0,80 0,00
81 Wearing 1 7,20 4470 0,70 37,50
82 Wearing 2 10,00 45,40 0,70 35,40
83 Wearing 3 12,80 46,10 0,70 33,30
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Table 6.10 (continued): Complete data set calculated with total floats.

No. Name Location Earliest Start Latest Start Duration Total Float
84 Wearing 4 15,60 46,80 0,70 31,20
85 Wearing 5 18,40 47,50 0,70 29,10
86 Wearing 6 21,20 48,20 0,70 27,00
87 Wearing 7 24,00 48,90 0,70 24,90
88 Wearing 8 26,80 49,60 0,70 22,80
89 Wearing 9 29,60 50,30 0,70 20,70
90 Wearing 10 32,40 51,00 0,70 18,60
91 Wearing 11 35,20 51,70 0,70 16,50
92 Wearing 12 38,00 52,40 0,70 14,40
93 Wearing 13 40,80 53,10 0,70 12,30
94 Wearing 14 43,60 53,80 0,70 10,20
95 Wearing 15 46,40 54,50 0,70 8,10
96 Wearing 16 49,20 55,20 0,70 6,00
97 Wearing 17 50,80 55,90 0,60 5,10
98 Wearing 18 51,40 56,50 0,10 5,10
99 Wearing 19 54,20 56,60 0,70 2,40
100 Wearing 20 57,00 57,30 0,70 0,30
101 Wearing 21 58,00 58,00 0,50 0,00

In accordance with the logic of CPM and LBP, activities with same earliest and latest
start times, which means without total float (TF=0), are critical activities. As far as
the calculations showed, 24 of total 101 activities (23.76%) does not have total float
and are critical. Therefore, resource leveling model can work on the remaining 77

activities (76.24%) for achieving model objectives.

6.5.3 Backward pass and latest start date calculation with free floats

After all of the earliest start time were maintained, latest start time of the last activity
was taken equal to its earliest start time and latest start times of all remaining
activities were calculated manually by backward pass calculations using free floats as
it is in CPM. Unlike the calculations with total floats, earliest start times of successor
activities were taken into consideration for obtaining latest start of the predecessors,
in order to use free floats in backward pass. Moreover, as successor of each activity,
mostly there were two different activities, which was previously explained in detail
in precedence relations, due to activity orders and location orders. Therefore, while
making backward pass calculations there was generally two different earliest start

values taken from two different successors. In order to eliminate one of those and
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obtain the correct latest start date of predecessor, that would not change the complete

project duration, following formulation was used:
LS;:  Latest start time of the activity i
t;: Duration of the activity i

ES; +1: Latest start time of the activity j within the same task but in the next location

(activity order)

ESy 4+1: Latest start time of the activity k in the same location but the following task

(location order)
LS; = min(ESj,L+1i ESk,A+1) — 1 (6.2)

These calculations were made for all activities and complete earliest, latest start data

set was maintained, which is shown in Table 6.11.

Table 6.11: Complete data set calculated with free floats.

No. Name Location Earliest Start Latest Start Duration Free Float
1 Subbase 1 1,00 1,00 1,30 0,00
2 Subbase 2 2,30 3,80 1,30 1,50
3 Subbase 3 3,60 6,60 1,30 3,00
4  Subbase 4 4,90 9,40 1,30 4,50
5 Subbase 5 6,20 12,20 1,30 6,00
6 Subbase 6 7,50 15,00 1,30 7,50
7 Subbase 7 8,80 17,80 1,30 9,00
8 Subbase 8 10,10 20,60 1,30 10,50
9 Subbase 9 11,40 23,40 1,30 12,00
10 Subbase 10 12,70 26,20 1,30 13,50
11 Subbase 11 14,00 29,00 1,30 15,00
12 Subbase 12 15,30 31,80 1,30 16,50
13 Subbase 13 16,60 34,60 1,30 18,00
14 Subbase 14 17,90 37,40 1,30 19,50
15 Subbase 15 19,20 40,20 1,30 21,00
16 Subbase 16 20,50 43,00 1,30 22,50
17 Subbase 17 21,80 46,10 1,00 24,30
18 Drainage 1 2,30 2,30 2,80 0,00
19 Drainage 2 5,10 5,10 2,80 0,00
20 Drainage 3 7,90 7,90 2,80 0,00
21 Drainage 4 10,70 10,70 2,80 0,00
22 Drainage 5 13,50 13,50 2,80 0,00
23 Drainage 6 16,30 16,30 2,80 0,00
24 Drainage 7 19,10 19,10 2,80 0,00
25 Drainage 8 21,90 21,90 2,80 0,00
26 Drainage 9 24,70 24,70 2,80 0,00
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Table 6.11 (continued): Complete data set calculated with free floats

No. Name Location Earliest Start Latest Start Duration Free Float
27 Drainage 10 27,50 27,50 2,80 0,00
28 Drainage 11 30,30 30,30 2,80 0,00
29 Drainage 12 33,10 33,10 2,80 0,00
30 Drainage 13 35,90 35,90 2,80 0,00
31 Drainage 14 38,70 38,70 2,80 0,00
32 Drainage 15 41,50 41,50 2,80 0,00
33 Drainage 16 44,30 44,30 2,80 0,00
34 Drainage 17 47,10 47,10 2,10 0,00
35 Drainage 18 49,20 49,20 0,10 0,00
36 Drainage 19 49,30 49,30 2,80 0,00
37 Drainage 20 52,10 52,10 2,80 0,00
38 Drainage 21 54,90 54,90 1,70 0,00
39 Plantmix 1 5,10 33,70 0,90 28,60
40 Plantmix 2 7,90 34,90 0,90 27,00
41 Plantmix 3 10,70 36,10 0,90 25,40
42 Plantmix 4 13,50 37,30 0,90 23,80
43 Plantmix 5 16,30 38,50 0,90 22,20
44  Plantmix 6 19,10 39,70 0,90 20,60
45 Plantmix 7 21,90 40,90 0,90 19,00
46 Plantmix 8 24,70 42,10 0,90 17,40
47 Plantmix 9 27,50 43,30 0,90 15,80
48 Plantmix 10 30,30 44,50 0,90 14,20
49 Plantmix 11 33,10 45,70 0,90 12,60
50 Plantmix 12 35,90 46,90 0,90 11,00
51 Plantmix 13 38,70 48,10 0,90 9,40
52 Plantmix 14 41,50 49,30 0,90 7,80
53 Plantmix 15 44,30 50,50 0,90 6,20
54 Plantmix 16 47,10 51,70 0,90 4,60
55 Plantmix 17 49,20 53,10 0,70 3,90
56 Plantmix 18 49,90 53,80 0,10 3,90
57 Plantmix 19 52,10 53,90 0,90 1,80
58 Plantmix 20 54,90 55,10 0,90 0,20
59 Plantmix 21 56,60 56,60 0,60 0,00
60 Binder 1 6,00 34,60 1,20 28,60
61 Binder 2 8,80 35,80 1,20 27,00
62 Binder 3 11,60 37,00 1,20 25,40
63 Binder 4 14,40 38,20 1,20 23,80
64 Binder 5 17,20 39,40 1,20 22,20
65 Binder 6 20,00 40,60 1,20 20,60
66 Binder 7 22,80 41,80 1,20 19,00
67 Binder 8 25,60 43,00 1,20 17,40
68 Binder 9 28,40 44,20 1,20 15,80
69 Binder 10 31,20 45,40 1,20 14,20
70 Binder 11 34,00 46,60 1,20 12,60
71 Binder 12 36,80 47,80 1,20 11,00
72 Binder 13 39,60 49,00 1,20 9,40
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Table 6.11 (continued): Complete data set calculated with free floats

No. Name Location Earliest Start Latest Start Duration Free Float

73 Binder 14 42,40 50,20 1,20 7,80
74 Binder 15 45,20 51,40 1,20 6,20
75 Binder 16 48,00 52,60 1,20 4,60
76 Binder 17 49,90 53,80 0,90 3,90
77 Binder 18 50,80 54,70 0,10 3,90
78 Binder 19 53,00 54,80 1,20 1,80
79 Binder 20 55,80 56,00 1,20 0,20
80 Binder 21 57,20 57,20 0,80 0,00
81 Wearing 1 7,20 44,70 0,70 37,50
82 Wearing 2 10,00 45,40 0,70 35,40
83 Wearing 3 12,80 46,10 0,70 33,30
84 Wearing 4 15,60 46,80 0,70 31,20
85 Wearing 5 18,40 47,50 0,70 29,10
86 Wearing 6 21,20 48,20 0,70 27,00
87 Wearing 7 24,00 48,90 0,70 24,90
88 Wearing 8 26,80 49,60 0,70 22,80
89 Wearing 9 29,60 50,30 0,70 20,70
90 Wearing 10 32,40 51,00 0,70 18,60
91 Wearing 11 35,20 51,70 0,70 16,50
92 Wearing 12 38,00 52,40 0,70 14,40
93 Wearing 13 40,80 53,10 0,70 12,30
94 Wearing 14 43,60 53,80 0,70 10,20
95 Wearing 15 46,40 54,50 0,70 8,10
96 Wearing 16 49,20 55,20 0,70 6,00
97 Wearing 17 50,80 55,90 0,60 5,10
98 Wearing 18 51,40 56,50 0,10 5,10
99 Wearing 19 54,20 56,60 0,70 2,40
100 Wearing 20 57,00 57,30 0,70 0,30
101 Wearing 21 58,00 58,00 0,50 0,00

As far as the calculations showed, 79 of total 101 activities (78.22%) does not have
free float. Therefore, resource leveling model can only work on the remaining 22

activities (21.78%) for achieving model objectives.

6.5.4 Completing initial location-based plan and data set

All start date, duration and resource utilization data belonging to activities were
obtained and initial plan and data set were completed. Next, the resource leveling

process, using recently maintained data set, will be explained.
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6.6 Resource Leveling Process

6.6.1 Objective Functions

Since, resource leveling may have different objectives, as mentioned earlier, base

point of the process is to determine on the leveling objective and the objective

function. The mathematical formulation of the chosen objective functions, which the

mathematical models were based on, will be explained under this topic.

As it was explained in Chapter 4.2.3.4. Leveling, first six of these objective functions

are linear and suitable for linear programming and mixed integer programming

techniques, of which Branch and Bound Algorithm is a type. The remaining three are

only suitable for non-linear programming techniques and cannot be solved with

B&B. To wit, only linear objectives (Objectives No. 1-6) could be used with B&B in

this study.

Table 6.12: Resource leveling criteria and objective function formulations

Obijective No. Leveling Criteria Formulation
- - - - T
1 Minimization of the sum of the absolute 7 = mi z Rd
deviations in daily resource usage =min ) |Rdev;|
i=1
Minimization of the sum of only the T
2 increases in daily resource usage from Z = minz |Rinc;|
one day to the next i=1
Minimization of the sum of the absolute T
3 deviations between daily resource usage  Z = minZ |R; — Raygl
and the average resource usage =1
4 Minimization of the maximum daily Z = min[max(R;)]
resource usage
Minimization of the maximum deviation .
S in daily resource usage Z = min|max |Rdev,|]
Minimization of the maximum absolute
6 deviation between daily resource usage  Z = min[max |R; — Rygl]

and the average resource usage
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Table 6.12 (continued):  Resource leveling criteria
and objective function formulations

Objective No. Leveling Criteria Formulation
Minimization of th f th c
inimization of the sum of the square . N2
! of daily resource usage Z =min Z(R‘)
i=1
Minimization of th f th C
inimization of the sum of the square . 2
8 of the deviations in daily resource usage Z= mmZ(Rde")
i=1

Minimization of the sum of the square T )
9 of the deviations between daily resource 7 = minZ(Ri — Ravg)
usage and the average resource usage =1

6.6.1.1 Linear objectives

Obijective functions no.1, 2, 3, 4, 5 and 6 are all linear functions and each of them
consists of linear equations between decision variables. These equations represent
linear programming problems, which can be solved with integer programming
techniques as it is mentioned in previous chapters. Therefore, identification of linear
objectives is of great importance for this proposed study,where integer programming

metholodgy was utilized.

6.6.1.2 Non-linear objectives

Obijective functions no. 7, 8 and 9 are all nonlinear functions in the sense that each of
them contains a multiplication of at least two decision variables. Such problems are
called nonlinear programming (NLP) problems and they are much harder to solve
than regular linear programming (LP) problems. The feasible region of a linear
programming problem is a convex set and if a specific LP has an optimal solution, it
is guaranteed to have an extreme point of the feasible region that is optimal. On the
other hand, for the NLP problems, there is no such a property. Even if the feasible
region of an NLP is a convex set, the optimal solution is not necessarily an extreme
point of the feasible region. The feasible region of an NLP may look like as in Figure
6.21.
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Figure 6.21: An exemplary figure for representing the feasible region of a
nonlinear program

Because of this property, while solving an NLP, it is very easy to get stuck on a local
extremum and never find the global extremum. As an example, for a minimization
problem, a point is a local minimum if f(x)<f(x") for all feasible x’ that are close to x
when f(x) is defined as the objective function value at point x. However, the global
optimum may be satisfied at another point x>’ where f(x’’) < f(x). Because of this

solving an NLP is much harder than solving an LP.

When these nonlinear objective functions are considered on an integer program, it
becomes even more difficult since integer programs are already much more difficult
to solve than linear programs. Because of this reason, no results could be obtained

with the above objective functions in this context.

6.6.2 Working with OPL

In addition, in order to use scheduling data in B&B algorithm for resource leveling,
another software, OPL (Optimization Programming Language), was used and model

was established for optimization.

OPL (Optimization Programming Language) is a modeling tool used for solving
different linear programming, integer programming and combinatorial optimization
problems. It was originally developed by Pascal VVan Hentenryck. It is a product of
IBM and it provides a very easy user interface and efficient features (Hentenryck,
1999).

OPL consists of expressive data structures, allows users to use specialized

optimization algorithms. In addition, it is a combination of constraint logic
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programming and mathematical modelling languages, however it is not a universal
programming language (Url — 3).
6.6.3 Transforming data set for integer programming

Calculated start dates are of decimal digits as it can be seen in a small sample of data
set in Table 6.13.

Table 6.13: Sample data set with decimal digits.

No. Name Location Earliest Start Latest Start Duration

1 Subbase 1 1,00 1,00 1,30
2 Subbase 2 2,30 3,80 1,30
3 Subbase 3 3,60 6,60 1,30

However, as it is explained before decision variables represent continuous, real
numbers cannot be used in integer programming models, decision variables should
take integer values. In order to be able to use data in IP models, all start dates and
durations with decimal digits should be multiplied with 10 or its multiples. In this
study, multiplying mentioned data with 10 was more than enough, since there was

maximum of one decimal digit among all data set.

Table 6.14: Sample data set multiplied with 10.

No. Name Location Earliest Start Latest Start Duration

1 Subbase 1 10,0 10,0 13,0
2 Subbase 2 23,0 38,0 13,0
3 Subbase 3 36,0 66,0 13,0

After the multiplation, data set was used as an input to OPL and mathematical
optimization model. Later, output start dates, obtained from the model, were divided
by 10, in order to transform output data to real time results.

6.6.4 First mathematical optimization model

To begin with, before generating the programming model, an objective is chosen to
be used in the model. For the resource leveling problem, several objective functions
may be chosen to work with. In the initial model, “minimization of the sum of the
absolute deviations between daily resource usage and the average resource usage”

is preferred as the optimization criteria.
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6.6.4.1 Model analysis

Next, the proposed problem of resource leveling will be formulated as a Binary
Integer Programming Model. Before explaining this model, the explanations of the
decision variables, which are the variables that give the solution to the problem, will

be given. The following definitions are made:

o = {1 if activity i starts at time t (6.3)
Lt 0 otherwise '

1if activity i is processed at time t (6.4)

Yie = { 0 otherwise

Both of these variables are binary variables, hence, making the model a Binary
Integer Programming Model.

Furthermore, the following parameters are defined; these values are the obtained

values from the project and are input to the model.
Ri = The resource used by activity i per time period in units

Ravg = The average resource used over the entire project in units

YI1Ri
Rapg = == (6.5)
D; = The duration of activity i in time units

1 if activity k is the predecessor of activity i
0 otherwise

Prec;, = {
ES; = the earliest start date of activity i obtained from LBP
LS; = the latest start date of activity i calculated manually
T = Total project duration

Therefore, the objective function is formulated as:

zZ= minzg;l IRi - Ravgl (66)

Using the decision variables, the following model is proposed:

min ), Dev, (6.7)
Dev, = |Zi(Riyi,t) - Ravgl vt (6-8)
Xit < yi,j Vi, t,j =t ..t+ Di -1 (69)
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s Xe =1 Vi (6.11)
M(1—x;.) — Preciu(Dy — X521 yi;) =0 Vit k (6.12)

By using Constraint 6.8, the definition of the deviation function is made. In this
project, for the resource leveling criterion, the absolute difference between the total
resources used at time t and the average resource level used over the entire project is
used. This deviation function is defined for each time period t. Hence, the objective

function becomes minimizing the total deviation over the whole planning horizon.

Constraint ii states that once any activity starts to be processed, it should continue to
be processed until it is finished. It is known that both x and y variables are binary.
Hence, if, at time t, x equals one; meaning that the activity’s start day is time t; then
constraint 6.8 forces y to also be equal to one until the activity is finished. Notice that
if the activity i started at time t and is processed until it is finished, it will finish at
time t+D;-1. On the other hand, if, at time t and for activity i, x equals zero, then, this
constraint only says that y should be greater than or equal to zero for the following D;

periods. Hence, in this case, this constraint becomes not binding and can be ignored.

Constraint 6.10 states that each activity should be started and finished during the
planning horizon. Since binary variable y takes the value of one only at the time
periods that activity is being processed, summation of y variables over the planning

horizon should be equal to the duration of that activity.

As explained above, the variable x for activity i at time t takes the value of one if and
only if time t is the start date of activity i. Hence, on Constraint 6.11, it is stated that
the each activity should start between its corresponding earliest and latest start dates,

which are input to the model.

Constraint 6.12 is the activity precedence constraint. The activities in this study are
defined to have finish to start precedence relations and are demonstrated by the
parameter Prec;y for activities i and k. As stated before, if this value is equal to one
for activities i and k, then this means that for activity i to start, activity k should be
finished. Now, Constraint 6.12 will be explained considering different cases for
activities i and k. Without loss of generality, assume that these activities are not the

same activity. The value M, used in this constraint, is just an arbitrary, large number.
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Case 1: Precix =0

In this case, Constraint 6.12 becomes:
M(1—x,)=0 (6.13)

Notice that this equation is always satisfied (whether Xjx is zero or one),

indicating that there is no constraining precedence relation between i and k.

Case 2: Precix =1

In this case, it is known that activity k should be completed for activity i to

start. Constraint 6.12 becomes:
M(1—2x;¢) =Dy — X5y, Vit k (6.14)

Now, consider the activity k. At time t, activity k can have only one of the following

properties:
e Activity k has not started processing.
In this case, the following equation directly follows:
ik =0 (6.15)
So, Constraint 6.12 becomes:
M(1—x;.) =D, Vitk (6.16)

In this version of Constraint 6.12, the variable xi,t can never take the value 1 since
this would make the constraint infeasible. Hence, if activity k has not started

processing, activity i cannot start processing either.
e Activity k has started processing but has not finished yet.
In this case, the following equations directly follow:
0 < XZivkj < Dy (6.17)
0 <Dy —X21vk; < D (6.18)
Considering Constraint 6.12 for this case, the following conclusions can be made:

The variable x;; can never take the value one since this would make new equation
given above and Constraint 6.12 to contradict each other. Hence, if activity k has
started processing but is not finished yet, activity i cannot start processing.
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e Activity k has started processing and finished.

In this case, the following equation directly follows:
§;iyk,j = Dy (6.19)
So, Constraint 6.12 becomes:
M(1—x)=0 Vit (6.20)

In this version of Constraint 6.12, the variable x;; is free to take values either zero or
one. Hence, if activity k has started processing and finished, activity i can, but is not

forced to, start processing.

6.6.4.2 Data input

After the model was complete, scheduling data was loaded to OPL by making it read
the information from MS Excel spreadsheets. Earlieast start, latest start, duration and
resource usage data were obtained values from the scheduling proces. For
precedence variable Prec, a precedence matrix was prepared showing precedence
relations between activites in binary system, shown in Table 6.15. The location
order and activity order precendence relations between activities were considered
and if there was a dependency between two activities and activity j is the successor
of the activity i, the cell on intersection of the columni and the row j was marked

with “1” value, and “0” otherwise.

6.6.4.3 Problems

After the model was completed, entire input data set, calculated with total floats, was
inserted to OPL. However, even without starting iterations, the model ran out of
memory and could not give any solutions. This problem was occurred mainly due to

following two reasons:
e the way that precedence relations were defined,

The model was trying to understand precedence relations from a 101x101 matrix as
shown in Table 6.15, by going through every column of every row and extracting
task orders for each day. Besides, since the start dates were multiplied with 10 to get
rid of decimal digits, the model was perceiving the project calendar as virtual 584
days instead of 58.4 days in real time. Considering all these facts, the model was
generating;
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(58,4 x10) x 101 x 101 = 5.957.384
constraints and possibly even before completing all, it ran out of memory.

It was obvious and even unevitable that in order to let the model start computing, the
number of almost 6 million constraints should be decreased and memory should be

reserved for further computations.

e necessity of the absolute value for the seleceted objective function and

complexity of absolute value definitions in the model

The absolute value definition used in the aforementioned model analysis was way
too complex for the way of “thinking” of the model and OPL. Absolute value
definition should be eliminated to not only simplify the model but also let the OPL
analyze and compute over inserted the objective functions. Therefore, it was obliged

to describe objective functions in a different way but in the same meaning.

6.6.5 Second mathematical optimization model

It was clear that, in order to overcome mentioned problems, some changes should be
made in the model, so it was redefined. Redefinition of both precedence relations
among activities and absolute value characteristics in objective functions were aimed
in the second mathematical model. As it was the case for the faced problems in the

first model, alterations in the second will also be examined under two topics.

6.6.5.1 New precedence definitions

The issue with the recent precedence definitions was previously explained. Previous
precedence relations between activities were creating almost 6 million constraints for
the model, which eventually led into memory shortage in OPL. Precedence relations
were of utmost significance in the model and it was vital to insert them correctly into
the model. Redefinition of the relations was obligatory. During the redefinition
process of precedence realtions, the main purpose was to make relations so compact
and simple that the excessive amount of memory usage could be prevented. First, a

new decision variable denoting activity start times is defined:

Si = Yethg (LX) Vi (6.21)
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Where,

1 if activity i starts at time t

it = { 0 otherwise (6.22)
ESi = the earliest start date of activity i obtained from LBP
LSi = the latest start date of activity [ calculated manually
S; = Start time of activity | (6.23)

This new decision variable generates values for each activity, in each t time. For
instance, if 2" activity with earliest start time in 23" day and latest start in 38" day,

starts in 25™ day:

Sy = Xilastixye (6.24)
SZ = 23.X2,23 + 24.X2,24 + 25.X2,25 + -+ 38.X2,38 (625)
S, = 23.0 + 24.0 + 25.1 + - + 38.0 = 25 (6.26)

Instead of the previously used precedence matrix, a new precedence list was formed,
so that, the model could take precedence relations into consideration while
calculating start dates (S;) of each activity. This new precedence list was formed in
accordance with aforementioned task precedence orders: Activity orders and
Location orders. All in all, new precedence list was formed as shown in table 6.16.

Table 6.16: Precedence list

Predecessor Successor Task Order

1 2
2 3
3 4
4 5
5 6
6 7
7 8 .
8 9 Activity Orders
9 10

10 11

11 12

12 13

100 101
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Table 6.16 (continued): Precedence list

Predecessor Successor Task Order
18

19

20

21

22

23 Location Orders
24

25

26

-

O© 00 NO Ol Wi

101

o :
o .

With the help of this new list, a new constraint was defined for start date calculations

of each activity in accordance with precedence relations.
If activity i is the predecessor of activity k (i = k);
Di = The duration of activity i in time units
Sk = S; +D;  V (i,k) pairs from the list (6.27)

Since, this constraint goes through the list for every i — k activity couples

(predecessor — successor), it considers both precedence orders at the same time.

The second model, generates 101 (from equation 6.21) + 176 (from equation 6.27) =
277 constraints which is completely smaller and more compact than approximately 6
million constraints in the first model.

6.6.5.2 New absolute value definitions

Instead of defining absolute value calculations directly in the model, a new z; value

was defined, such that:
for any x;;
z; is the minimum integer value satisfying
z; =2 x;and z; = —x; (6.28)
For instance;

ifx; = —5 (6.29)
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Minimum integer value of z; satisfying,
z; = —5and z; = —(-5) (6.30)
is +5, which is also the absolute value of x; = (-5).

To sum up, the previous absolute value definition was:

min ), Dev, (6.31)
Dev; = |Zi(Rl-yi't) - Ravg| Vvt (6.32)
However, the new definition is:
min),; z; (6.33)
ze = Yi(Riyit) — Ravg  VE (6.34)
Ze = Rapg — Xi(Riviy) VYt (6.35)

Despite all of the alterations above, the second model could not give any solutions
for objective function with the leveling criteria of “minimization of the sum of the
absolute deviations between Daily resource usage and the average resource usage”.
However, the new model started iterations and after approx. 20 hours and 22 millions
of iterations, it ran out of memory. But, this has shown that, all these alterations

worked and at least let the model start calculations.

6.6.6 Solutions

After the mathematical model was revised, data sets formed using both total and free
floats were tried in all six objective functions. However, data of total float did not
produce any solutions with objective functions except for the Objective No.4. On the

other hand, data set calculated with free floats worked in all six objectives.

6.6.6.1 Solutions with total float

Since the number of activities with total floats is 76.24% of the total project, there
are too many possibilities for resource leveling process using latest start dates
calculated with total floats. Due to the mentioned possibilities, proposed model had
to generate vast number of iterations, which made it impossible for the model to
reach a solution. These results mostly occurred owing to exceeding the memory

available for the model.
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Solutions for objectives no. 2, 3 and 5 ran out of memory in approximately 20 hours
of solving process whereas the gap between LP relaxation and the best possible
integer solution for objectives no. 1 and 6 was 93% and 97% respectively at same
amount of time. Proposed model could give results only for objective function no.4,
which is seemably the easiest objective to solve for the model (and the only one
without absolute value in its formula) not only in its mathematical formulation but

also with the number of iterations.
Objective Function No.4 with Total Float Data Set

Solution statistics of the solution of the objective function no.4 for data set of the
start dates calculated with total float were as shown in Figure 6.22

a | Cplex solution {optimal) with objectre 24
Constraints 735615
4 Variables 128646
Binary 127967
Mon-zero coefficients 1645542
4 MIP
Dbjective 24
Incurnbent 24
Modes 591
Rermaining nodes 0
Iterations aT8Tas
4 Zolution poal
Count 3
Mean objecte 4666667

Figure 6.22: Solution statistics — Objective 4 / Total Float
In addition, start dates of the same data set after leveling can be seen in Table 6.17.

Table 6.17: Start dates — Objective 4 / Total Float

No. Name Location ES Leveled LS Start
Start Info

1 Subbase 1 1 1 1 TF=0
2 Subbase 2 2,3 2,3 3,8 ES
3 Subbase 3 3,6 4,1 6,6
4 Subbase 4 4.9 6,7 9,4
5 Subbase 5 6,2 95 12,2
6 Subbase 6 75 121 15
7  Subbase 7 88 13,7 178
8 Subbase 8 10,1 151 20,6
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Table 6.17 (continued): Start dates — Objective 4 / Total Float

No. Name Location ES Leveled LS Start
Start Info

9 Subbase 9 114 18,2 234

10 Subbase 10 12,7 20,7 26,2

11 Subbase 11 14 22 29

12 Subbase 12 153 24,7 318

13 Subbase 13 16,6 31,2 346

14 Subbase 14 179 374 374 LS
15 Subbase 15 19,2 39,7 40,2

16 Subbase 16 205 42,7 43

17 Subbase 17 21,8 452 46,1

18 Drainage 1 2,3 2,3 2,3 TF=0
19 Drainage 2 51 51 51 TF=0
20 Drainage 3 7,9 7,9 79 TF=0
21 Drainage 4 10,7 10,7 10,7 TF=0
22 Drainage 5 1355 13,5 135 TF=0
23 Drainage 6 16,3 16,3 16,3 TF=0
24 Drainage 7 19,1 19,1 19,1 TF=0
25 Drainage 8 219 219 219 TF=0
26 Drainage 9 24,7 24,7 2477 TF=0
27 Drainage 10 275 275 275 TF=0
28 Drainage 11 30,3 30,3 30,3 TF=0
29 Drainage 12 33,1 331 331 TF=0
30 Drainage 13 359 359 359 TF=0
31 Drainage 14 38,7 38,7 387 TF=0
32 Drainage 15 415 415 415 TF=0
33 Drainage 16 443 443 443 TF=0
34 Drainage 17 471 47,1 47,1 TF=0
35 Drainage 18 492 492 492 TF=0
36 Drainage 19 49,3 493 493 TF=0
37 Drainage 20 52,1 52,1 521 TF=0
38 Drainage 21 549 549 549 TF=0
39 Plantmix 1 51 54 337

40 Plantmix 2 7,9 8 34,9

41 Plantmix 3 10,7 109 36,1

42 Plantmix 4 135 17,2 37,3

43 Plantmix 5 16,3 198 385

44 Plantmix 6 191 23,7 39,7

45 Plantmix 7 21,9 275 409

46 Plantmix 8 247 284 421

47 Plantmix 9 275 294 433

48 Plantmix 10 30,3 30,3 445 ES
49 Plantmix 11 33,1 33,7 457

50 Plantmix 12 359 365 469
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Table 6.17 (continued): Start dates — Objective 4 / Total Float

No. Name Location ES Leveled LS Start
Start Info

51 Plantmix 13 38,7 38,7 481 ES
52 Plantmix 14 415 41,7 49,3
53 Plantmix 15 443 443 505 ES
54  Plantmix 16 471 473 51,7
55 Plantmix 17 492 50,3 531
56 Plantmix 18 499 536 538
57 Plantmix 19 52,1 53,7 539
58 Plantmix 20 549 54,9 551 ES

59 Plantmix 21 56,6 56,6 56,6 TF=0
60 Binder 1 6 195 346
61 Binder 2 88 20,7 358
62 Binder 3 116 221 37
63 Binder 4 144 234 382
64 Binder 5 172 26,2 394
65 Binder 6 20 27,8 406
66 Binder 7 22,8 29,1 418
67 Binder 8 256 305 43
68 Binder 9 284 32,1 4472
69 Binder 10 31,2 333 454
70 Binder 11 34 34,7 46,6
71  Binder 12 36,8 395 478
72 Binder 13 396 416 49
73 Binder 14 424 428 50,2
74  Binder 15 452 46,3 514
75 Binder 16 48 48,2 52,6
76  Binder 17 499 532 538
77  Binder 18 50,8 54,2 547
78  Binder 19 53 54,6 548
79  Binder 20 55,8 55,8 56 ES
80 Binder 21 57,2 57,2 572 TF=0
81 Wearing 1 72 248 447
82 Wearing 2 10 255 454
83 Wearing 3 128 26,8 46,1
84 Wearing 4 156 33 46,8
85 Wearing 5 184 352 475
86 Wearing 6 21,2 359 482
87 Wearing 7 24 36,6 48,9
88 Wearing 8 26,8 37,4 496
89 Wearing 9 29,6 38,2 503

90 Wearing 10 324 41 51
91 Wearing 11 352 443 517
92 Wearing 12 38 457 524
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Table 6.17 (continued): Start dates — Objective 4 / Total Float

No. Name Location ES Leveled LS Start
Start Info

93 Wearing 13 40,8 46,5 53,1
94  Wearing 14 436 47,6 53,8
95 Wearing 15 46,4 51,3 545
96 Wearing 16 49,2 52,2 5572
97 Wearing 17 50,8 54,3 559
98 Wearing 18 51,4 558 56,5
99 Wearing 19 542 559 56,6
100 Wearing 20 57 57 57,3 ES
101 Wearing 21 58 58 58 TF=0

Both number and percentage of the activities starting on either earliest or latest start

dates are as shown in Table 6.18.

Table 6.18: Activity start date statistics — Objective 4 / Total Float

Activities with float
Starting on ES  Starting on LS
Number of activities 7 1
Percentage of activities 9,09 1,30

6.6.6.2 Solutions with free float

Latest start date calculated with free float had shown that, most of the activities (79
of 101 exactly) did not have free floats, which means that earliest and start dates for
these activities are the same. Due to that fact, the proposed model could only work
on the remaining activities (22 of 101). Since the number of the activities available
for the leveling process is low, model could solve this data set for all objective
function despite all complexities. Because, the data set prepared with free floats did

not require much iteration, as it was the case with data set prepared with total floats.
Objective Function No.1 with Free Float Data Set

Solution statistics of the solution of the objective function no.1 for data set of the
start dates calculated with free float were as shown in Figure 6.23.
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4 Cplex solution (optimal) with objective 415.999999999...

Constraints 756189
4 Variables 129220
Binary 127967
Non-zero coefficients 1629782
4 MIP
Objective 416
Modes 470
Remaining hodes 0
Incumbent 416
Iterations 17464
4 3olution pool
Count 4
Mean objective 432

Figure 6.23: Solution statistics — Objective 1 / Free Float
In addition, start dates of the same data set after leveling can be seen in Table 6.19.

Table 6.19: Start dates — Objective 1 / Free Float

No. Name Location ES Leveled LS Start Info
Start
1 Subbase 1 1 1 1 FF=0
2  Subbase 2 2,3 2,3 2,3 FF=0
3 Subbase 3 3,6 3,6 3,6 FF=0
4  Subbase 4 4,9 4,9 4,9 FF=0
5 Subbase 5 6,2 6,2 6,2 FF=0
6 Subbase 6 75 75 75 FF=0
7  Subbase 7 8,8 8,8 8,8 FF=0
8 Subbase 8 10,1 10,1 10,1 FF=0
9  Subbase 9 11,4 114 114 FF=0
10 Subbase 10 12,7 12,7 12,7 FF=0
11 Subbase 11 14 14 14 FF=0
12 Subbase 12 153 153 153 FF=0
13 Subbase 13 166 166 16,6 FF=0
14 Subbase 14 179 179 179 FF=0
15 Subbase 15 19,2 19,2 19,2 FF=0
16 Subbase 16 205 205 205 FF=0
17 Subbase 17 218 218 46,1 ES
18 Drainage 1 2,3 2,3 2,3 FF=0
19 Drainage 2 51 51 51 FF=0
20 Drainage 3 7,9 7,9 7,9 FF=0
21 Drainage 4 10,7 10,7 10,7 FF=0
22 Drainage 5 135 135 135 FF=0
23 Drainage 6 16,3 16,3 16,3 FF=0
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Table 6.19 (continued): Start dates — Objective 1/ Free Float

No. Name Location ES Leveled LS Start Info
Start

24 Drainage 7 19,1 19,1 19,1 FF=0
25 Drainage 8 219 219 219 FF=0
26 Drainage 9 247 247 247 FF=0
27 Drainage 10 275 275 275 FF=0
28 Drainage 11 30,3 30,3 30,3 FF=0
29 Drainage 12 331 331 331 FF=0
30 Drainage 13 359 359 359 FF=0
31 Drainage 14 38,7 38,7 38,7 FF=0
32 Drainage 15 415 415 415 FF=0
33 Drainage 16 443 443 443 FF=0
34 Drainage 17 471 471 47,1  FF=0
35 Drainage 18 492 49,2 492 FF=0
36 Drainage 19 493 49,3 493 FF=0
37 Drainage 20 521 52,1 521 FF=0

38 Drainage 21 549 549 549 FF=0
39 Plantmix 1 51 51 51 FF=0
40 Plantmix 2 7,9 7,9 7,9 FF=0
41 Plantmix 3 10,7 10,7 10,7 FF=0
42 Plantmix 4 135 135 135 FF=0
43 Plantmix 5 16,3 16,3 16,3 FF=0
44  Plantmix 6 19,1 19,1 191 FF=0
45 Plantmix 7 219 219 219 FF=0
46 Plantmix 8 247 247 24,7 FF=0
47 Plantmix 9 275 275 275 FF=0
48 Plantmix 10 30,3 30,3 30,3 FF=0
49 Plantmix 11 331 331 331 FF=0
50 Plantmix 12 359 359 359 FF=0
51 Plantmix 13 38,7 38,7 38,7 FF=0
52 Plantmix 14 415 415 415 FF=0
53 Plantmix 15 443 443 443 FF=0
54  Plantmix 16 471 471 47,1  FF=0
55 Plantmix 17 49,2 49,2 49,2 FF=0
56 Plantmix 18 499 50,7 50,7 LS

57 Plantmix 19 52,1 52,1 521 FF=0
58 Plantmix 20 549 549 549 FF=0
59 Plantmix 21 56,6 56,6 56,6 FF=0
60 Binder 1 6 6 6 FF=0
61 Binder 2 8,8 8,8 8,8 FF=0
62 Binder 3 116 116 11,6 FF=0
63 Binder 4 144 144 144 FF=0
64 Binder 5 172 172 17,2 FF=0
65 Binder 6 20 20 20 FF=0
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Table 6.19 (continued): Start dates — Objective 1 / Free Float

No. Name Location ES Lg\tlglfd LS Start Info

66 Binder 7 22,8 228 228 FF=0
67 Binder 8 256 256 256 FF=0
68 Binder 9 284 284 284 FF=0
69 Binder 10 31,2 312 312 FF=0
70  Binder 11 34 34 34 FF=0
71 Binder 12 36,8 36,8 36,8 FF=0
72 Binder 13 39,6 396 396 FF=0
73 Binder 14 424 424 424 FF=0
74 Binder 15 45,2 452 452 FF=0
75  Binder 16 48 48 48 FF=0
76  Binder 17 499 499 499 FF=0
77  Binder 18 50,8 50,8 51,3 ES

78  Binder 19 53 53 53 FF=0
79  Binder 20 55,8 558 558 FF=0

80 Binder 21 57,2 57,2 57,2 FF=0
81 Wearing 1 7,2 7,2 9,3 ES
82 Wearing 2 10 10 121 ES
83 Wearing 3 12,8 128 149 ES
84 Wearing 4 156 156 17,7 ES
85 Wearing 5 184 184 205 ES
86 Wearing 6 21,2 21,2 233 ES
87 Wearing 7 24 24 26,1 ES
88 Wearing 8 26,8 26,8 289 ES
89 Wearing 9 296 296 317 ES
90 Wearing 10 324 324 345 ES
91 Wearing 11 352 352 373 ES
92 Wearing 12 38 38 401 ES
93 Wearing 13 40,8 40,8 429 ES
94 Wearing 14 436 43,6 457 ES
95 Wearing 15 46,4 46,4 485 ES
96 Wearing 16 492 499 50,1

97 Wearing 17 50,8 50,8 50,8 FF=0
98 Wearing 18 514 52 541

99 Wearing 19 542 54,2 56,3 ES
100 Wearing 20 57 57,2 573

101 Wearing 21 58 58 58 FF=0

Both number and percentage of the activities starting on either earliest or latest start

dates are as shown in Table 6.20.
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Table 6.20: Activity start date statistics — Objective 1 / Free Float

Activities with float
Starting on ES  Starting on LS
Number of activities 18 1
Percentage of activities 81,81 4,54

Objective Function No.2 with Free Float Data Set

Solution statistics of the solution of the objective function no.2 for data set of the

start dates calculated with free float were as shown in Figure 6.24.

a4 Cplex solution (optimal) with objective 200
Constraints 756189
4 Variables 129220
Binary 127967
Mon-zero coefficients 1628632
4 MIP
Objective 200
Nodes 245
Remaining nodes 0
Incumbent 200
Iterations 7244
4 Solution pool
Count 3
Mean objective 210.666667

Figure 6.24: Solution statistics — Objective 2 / Free Float
In addition, start dates of the same data set after leveling can be seen in Table 6.21.

Table 6.21: Start dates — Objective 2 / Free Float

No. Name Location ES Leveled LS Start

Start Info
1 Subbase 1 1 1 1 FF=0
2  Subbase 2 2,3 2,3 2,3 FF=0
3 Subbase 3 3,6 3,6 3,6 FF=0
4 Subbase 4 49 49 49 FF=0
5 Subbase 5 6,2 6,2 6,2 FF=0
6 Subbase 6 75 7,5 75 FF=0
7  Subbase 7 8,8 8,8 88 FF=0
8 Subbase 8 10,1 10,1 10,1 FF=0
9 Subbase 9 11,4 114 114 FF=0
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Table 6.21 (continued): Start dates — Objective 2 / Free Float

No. Name Location ES Leveled LS Start
Start Info

10 Subbase 10 12,7 12,7 12,7 FF=0
11 Subbase 11 14 14 14  FF=0
12 Subbase 12 15,3 15,3 15,3 FF=0
13 Subbase 13 16,6 16,6 16,6 FF=0
14 Subbase 14 17,9 179 179 FF=0
15 Subbase 15 19,2 19,2 19,2 FF=0
16 Subbase 16 205 205 205 FF=0

17 Subbase 17 218 218 46,1 ES

18 Drainage 1 2,3 2,3 2,3 FF=0
19 Drainage 2 51 51 51 FF=0
20 Drainage 3 7,9 7,9 7,9 FF=0
21 Drainage 4 10,7 10,7 10,7 FF=0
22 Drainage 5 135 135 135 FF=0
23 Drainage 6 16,3 16,3 16,3 FF=0
24 Drainage 7 191 19,1 191 FF=0
25 Drainage 8 219 219 219 FF=0
26 Drainage 9 247 24,7 247 FF=0
27 Drainage 10 275 275 275 FF=0
28 Drainage 11 30,3 30,3 30,3 FF=0
29 Drainage 12 331 331 331 FF=0
30 Drainage 13 359 359 359 FF=0
31 Drainage 14 38,7 38,7 38,7 FF=0
32 Drainage 15 415 415 415 FF=0
33 Drainage 16 443 443 443 FF=0
34 Drainage 17 471 471 471 FF=0
35 Drainage 18 49,2 492 49,2 FF=0
36 Drainage 19 49,3 493 493 FF=0
37 Drainage 20 52,1 52,1 521 FF=0
38 Drainage 21 549 549 549 FF=0
39 Plantmix 1 51 51 51 FF=0
40 Plantmix 2 7,9 7.9 79 FF=0
41 Plantmix 3 10,7 10,7 10,7 FF=0
42 Plantmix 4 135 135 135 FF=0
43 Plantmix 5 16,3 16,3 16,3 FF=0
44  Plantmix 6 19,1 19,1 191 FF=0
45 Plantmix 7 219 219 219 FF=0
46 Plantmix 8 247 24,7 247 FF=0
47 Plantmix 9 275 275 275 FF=0
48 Plantmix 10 30,3 30,3 30,3 FF=0
49 Plantmix 11 33,1 331 33,1 FF=0
50 Plantmix 12 359 359 359 FF=0
51 Plantmix 13 38,7 38,7 38,7 FF=0
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Table 6.21 (continued): Start dates — Objective 2 / Free Float

No. Name Location ES Leveled LS Start
Start Info

52 Plantmix 14 415 415 415 FF=0
53 Plantmix 15 443 443 443 FF=0
54  Plantmix 16 471 471 471 FF=0
55 Plantmix 17 49,2 49,2 49,2 FF=0
56 Plantmix 18 499 499 50,7 ES

57 Plantmix 19 52,1 52,1 52,1 FF=0
58 Plantmix 20 549 549 549 FF=0

59 Plantmix 21 56,6 56,6 56,6 FF=0
60 Binder 1 6 6 6 FF=0
61 Binder 2 8,8 8,8 8,8 FF=0
62 Binder 3 116 116 116 FF=0
63 Binder 4 144 144 144 FF=0
64 Binder 5 172 172 172 FF=0
65 Binder 6 20 20 20 FF=0
66 Binder 7 228 228 228 FF=0
67 Binder 8 25,6 25,6 256 FF=0
68 Binder 9 284 284 284 FF=0
69 Binder 10 31,2 31,2 312 FF=0
70  Binder 11 34 34 34  FF=0
71  Binder 12 36,8 36,8 368 FF=0
72 Binder 13 39,6 396 396 FF=0
73 Binder 14 424 424 424 FF=0
74 Binder 15 452 452 452 FF=0
75 Binder 16 48 48 48 FF=0
76  Binder 17 499 499 499 FF=0
77  Binder 18 50,8 50,8 51,3 ES
78  Binder 19 53 53 53 FF=0
79  Binder 20 55,8 558 558 FF=0
80 Binder 21 57,2 57,2 57,2 FF=0
81 Wearing 1 7,2 7,2 9,3 ES
82 Wearing 2 10 10 121 ES
83 Wearing 3 12,8 128 14,9 ES
84 Wearing 4 156 156 17,7 ES
85 Wearing 5 184 184 20,5 ES
86 Wearing 6 21,2 212 233 ES
87 Wearing 7 24 24 26,1 ES
88 Wearing 8 26,8 26,8 289 ES
89 Wearing 9 296 296 317 ES
90 Wearing 10 324 324 345 ES
91 Wearing 11 352 352 373 ES
92 Wearing 12 38 38 401 ES
93 Wearing 13 40,8 40,8 429 ES
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No. Name Location ES Leveled LS Start
Start Info

94 Wearing 14 436 43,6 45,7 ES
95 Wearing 15 46,4 46,4 485 ES
96 Wearing 16 49,2 50 50,1

97 Wearing 17 50,8 50,8 508 FF=0
98 Wearing 18 51,4 514 541 ES
99 Wearing 19 542 54,2 56,3 ES
100 Wearing 20 57 57 57,3 ES
101 Wearing 21 58 58 58 FF=0

Both number and percentage of the activities starting on either earliest or latest start

dates are as shown in Table 6.22.

Table 6.22: Activity start date statistics — Objective 2 / Free Float

Activities with float
Starting on ES Starting on LS
Number of activities 21 0
Percentage of activities 05,45 0,00

Objective Function No.3 with Free Float Data Set

Solution statistics of the solution of the objective function no.3 for data set of the

start dates calculated with free float were as shown in Figure 6.25.

4 Cplex solution (integer optimal, tolerance) with objective 3521.81999999.,
Constraints 756191
4 Vanables 129221
Binary 127967
Non-zero coefficients 1719644
4 MIP
Objective 3,521.82
Incumbent 3,521.82
Nodes 44
Remaining nodes 6
Iterations 3400
4 Solution pool
Count 3
Mean objective 3,590.66

Figure 6.25: Solution statistics — Objective 3 / Free Float

In addition, start dates of the same data set after leveling can be seen in Table 6.23.
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Table 6.23: Start dates — Objective 3 / Free Float

. Leveled Start
No. Name Location ES Start LS Info
1 Subbase 1 1 1 1 FF=0
2 Subbase 2 2,3 2,3 23 FF=0
3 Subbase 3 3,6 3,6 3,6 FF=0
4  Subbase 4 49 49 49 FF=0
5 Subbase 5 6,2 6,2 6,2 FF=0
6 Subbase 6 75 7.5 75 FF=0
7  Subbase 7 8,8 8,8 88 FF=0
8 Subbase 8 10,1 10,1 10,1 FF=0
9 Subbase 9 11,4 114 114 FF=0
10 Subbase 10 12,7 12,7 12,7 FF=0
11 Subbase 11 14 14 14  FF=0
12 Subbase 12 153 153 153 FF=0
13 Subbase 13 166 16,6 16,6 FF=0
14 Subbase 14 179 179 179 FF=0
15 Subbase 15 19,2 19,2 19,2 FF=0
16 Subbase 16 205 205 205 FF=0
17 Subbase 17 21,8 34,9 46,1
18 Drainage 1 2,3 2,3 2,3 FF=0
19 Drainage 2 51 51 51 FF=0
20 Drainage 3 7,9 7,9 7,9 FF=0
21 Drainage 4 10,7 10,7 10,7 FF=0
22 Drainage 5 135 135 135 FF=0
23 Drainage 6 16,3 16,3 16,3 FF=0
24 Drainage 7 19,1 19,1 191 FF=0
25 Drainage 8 219 219 219 FF=0
26 Drainage 9 247 247 24,7 FF=0
27 Drainage 10 275 275 275 FF=0
28 Drainage 11 30,3 30,3 30,3 FF=0
29 Drainage 12 331 331 331 FF=0
30 Drainage 13 359 359 359 FF=0
31 Drainage 14 38,7 38,7 38,7 FF=0
32 Drainage 15 415 415 415 FF=0
33 Drainage 16 443 443 443 FF=0
34 Drainage 17 471 471 471 FF=0
35 Drainage 18 49,2 492 492 FF=0
36 Drainage 19 49,3 493 493 FF=0
37 Drainage 20 52,1 52,1 521 FF=0
38 Drainage 21 549 549 549 FF=0
39 Plantmix 1 51 51 51 FF=0
40 Plantmix 2 7,9 7,9 79 FF=0
41 Plantmix 3 10,7 10,7 10,7 FF=0
42 Plantmix 4 135 135 135 FF=0
43 Plantmix 5 16,3 16,3 16,3 FF=0
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Table 6.23 (continued): Start dates — Objective 3 / Free Float

No. Name Location ES Leveled LS Start
Start Info

44  Plantmix 6 19,1 19,1 19,1 FF=0
45 Plantmix 7 219 219 219 FF=0
46 Plantmix 8 247 24,7 24,7 FF=0
47 Plantmix 9 275 275 275 FF=0
48 Plantmix 10 30,3 30,3 303 FF=0
49 Plantmix 11 33,1 331 331 FF=0
50 Plantmix 12 359 359 359 FF=0
51 Plantmix 13 38,7 38,7 38,7 FF=0
52 Plantmix 14 415 415 415 FF=0
53 Plantmix 15 443 443 443 FF=0
54  Plantmix 16 471 471 471 FF=0
55 Plantmix 17 49,2 492 49,2 FF=0
56 Plantmix 18 499 50,6 50,7

57 Plantmix 19 52,1 52,1 52,1 FF=0
58 Plantmix 20 549 549 549 FF=0

59 Plantmix 21 56,6 56,6 56,6 FF=0
60 Binder 1 6 6 6 FF=0
61 Binder 2 8,8 8,8 88 FF=0
62 Binder 3 116 116 116 FF=0
63  Binder 4 144 144 144 FF=0
64  Binder 5 17,2 172 17,2 FF=0
65 Binder 6 20 20 20 FF=0
66  Binder 7 228 228 228 FF=0
67 Binder 8 256 256 256 FF=0
68 Binder 9 284 284 284 FF=0
69 Binder 10 31,2 312 312 FF=0
70  Binder 11 34 34 34 FF=0
71 Binder 12 36,8 36,8 368 FF=0
72 Binder 13 396 396 396 FF=0
73 Binder 14 424 424 424 FF=0
74  Binder 15 452 452 452 FF=0
75  Binder 16 48 48 48  FF=0
76  Binder 17 499 499 499 FF=0

77  Binder 18 50,8 51 51,3

78  Binder 19 53 53 53 FF=0
79  Binder 20 558 55,8 558 FF=0
80 Binder 21 57,2 57,2 572 FF=0
81 Wearing 1 7,2 9,1 9,3

82 Wearing 2 10 10 121 ES
83 Wearing 3 12,8 128 149 ES
84 Wearing 4 156 156 17,7 ES
85 Wearing 5 184 19,2 205
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Table 6.23 (continued): Start dates — Objective 3 / Free Float

No. Name Location ES -Sveled Start
Start Info

86 Wearing 6 212 228 233

87 Wearing 7 24 24 26,1 ES
88 Wearing 8 26,8 26,8 289 ES
89 Wearing 9 296 296 317 ES
90 Wearing 10 324 324 345 ES
91 Wearing 11 352 373 373 LS
92 Wearing 12 38 38 40,1 ES
93 Wearing 13 40,8 40,8 429 ES
94 Wearing 14 436 43,6 457 ES
95 Wearing 15 46,4 46,4 485 ES
96 Wearing 16 492 499 50,1

97 Wearing 17 50,8 50,8 508 FF=0
98 Wearing 18 51,4 518 54,1

99 Wearing 19 542 54,2 56,3 ES
100 Wearing 20 57 57,3 57,3 LS
101 Wearing 21 58 58 58  FF=0

Both number and percentage of the activities starting on either earliest or latest start

dates are as shown in Table 6.24.

Table 6.24: Activity start date statistics — Objective 3 / Free Float

Activities with float
Starting on ES Starting on LS
Number of activities 12 2
Percentage of activities 54,54 9,09

Objective Function No.4 with Free Float Data Set

Solution statistics of the solution of the objective function no.4 for data set of the

start dates calculated with free float were as shown in Figure 6.26
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Cplex solution (optimal) with objective 32

Constraints 755615
Variables 128646
Binary 127967
Non-zero coefficients 1627484
MIP
Objective 32
Incumbent 32
MNodes 0
Remaining nodes 0
Iterations 2
Solution pool
Count 1
Mean objective 32

Figure 6.26: Solution statistics — Objective 4 / Free Float
In addition, start dates of the same data set after leveling can be seen in Table 6.25.

Table 6.25: Start dates — Objective 4 / Free Float

No. Name Location ES Leveled LS Start
Start Info
1 Subbase 1 1 1 1 FF=0
2  Subbase 2 2,3 2,3 2,3 FF=0
3 Subbase 3 3,6 3,6 3,6 FF=0
4 Subbase 4 4,9 4,9 49 FF=0
5 Subbase 5 6,2 6,2 6,2 FF=0
6 Subbase 6 75 75 75 FF=0
7  Subbase 7 8,8 8,8 8,8 FF=0
8 Subbase 8 10,4 10,1 10,1 FF=0
9 Subbase 9 11,4 114 114 FF=0
10 Subbase 10 12,7 12,7 12,7 FF=0
11 Subbase 11 14 14 14  FF=0
12 Subbase 12 153 153 153 FF=0
13 Subbase 13 166 166 16,6 FF=0
14 Subbase 14 179 179 179 FF=0
15 Subbase 15 19,2 19,2 19,2 FF=0
16 Subbase 16 205 205 205 FF=0
17 Subbase 17 21,8 46,1 46,1 LS
18 Drainage 1 2,3 2,3 2,3 FF=0
19 Drainage 2 51 51 51 FF=0
20 Drainage 3 7,9 79 79 FF=0
21 Drainage 4 10,7 10,7 10,7 FF=0
22 Drainage 5 135 135 135 FF=0
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Table 6.25 (continued): Start dates — Objective 4 / Free Float

No. Name Location ES Leveled LS Start
Start Info

23 Drainage 6 16,3 16,3 16,3 FF=0
24 Drainage 7 19,1 19,1 191 FF=0
25 Drainage 8 219 219 219 FF=0
26 Drainage 9 247 24,7 247 FF=0
27 Drainage 10 275 275 275 FF=0
28 Drainage 11 30,3 30,3 30,3 FF=0
29 Drainage 12 33,1 331 331 FF=0
30 Drainage 13 359 359 359 FF=0
31 Drainage 14 38,7 38,7 387 FF=0
32 Drainage 15 415 415 415 FF=0
33 Drainage 16 443 443 443 FF=0
34 Drainage 17 471 471 471 FF=0
35 Drainage 18 49,2 492 49,2 FF=0
36 Drainage 19 49,3 493 49,3 FF=0
37 Drainage 20 52,1 52,1 521 FF=0

38 Drainage 21 54,9 549 549 FF=0
39 Plantmix 1 51 51 51 FF=0
40 Plantmix 2 79 7,9 79 FF=0
41 Plantmix 3 10,7 10,7 10,7 FF=0
42 Plantmix 4 135 135 135 FF=0
43 Plantmix 5 16,3 16,3 16,3 FF=0
44 Plantmix 6 191 191 191 FF=0
45 Plantmix 7 219 219 219 FF=0
46 Plantmix 8 2477 24,7 24,7 FF=0
47 Plantmix 9 215 2715 275 FF=0
48 Plantmix 10 30,3 30,3 303 FF=0
49 Plantmix 11 331 331 331 FF=0
50 Plantmix 12 359 359 359 FF=0
51 Plantmix 13 38,7 38,7 38,7 FF=0
52  Plantmix 14 415 415 415 FF=0
53 Plantmix 15 443 443 443 FF=0
54  Plantmix 16 471 471 471 FF=0
55 Plantmix 17 49,2 492 492 FF=0

56 Plantmix 18 49,9 50,7 50,7 LS

57 Plantmix 19 52,1 52,1 52,1 FF=0
58 Plantmix 20 549 549 549 FF=0
59 Plantmix 21 56,6 56,6 56,6 FF=0
60 Binder 1 6 6 6 FF=0
61 Binder 2 8,8 8,8 8,8 FF=0
62 Binder 3 116 116 11,6 FF=0
63 Binder 4 144 144 144 FF=0
64 Binder 5 172 172 17,2 FF=0
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Table 6.25 (continued): Start dates — Objective 4 / Free Float

No. Name Location ES Leveled LS Start
Start Info

65 Binder 6 20 20 20 FF=0
66 Binder 7 22,8 228 228 FF=0
67 Binder 8 256 256 256 FF=0
68  Binder 9 284 284 284 FF=0
69 Binder 10 31,2 312 312 FF=0
70  Binder 11 34 34 34 FF=0
71 Binder 12 36,8 36,8 368 FF=0
72 Binder 13 39,6 396 396 FF=0
73 Binder 14 42,4 424 424 FF=0
74 Binder 15 452 452 452 FF=0
75  Binder 16 48 48 48  FF=0
76  Binder 17 49,9 499 499 FF=0
77  Binder 18 50,8 51,3 513 LS

78  Binder 19 53 53 53  FF=0
79  Binder 20 55,8 558 558 FF=0

80 Binder 21 57,2 57,2 57,2 FF=0
81 Wearing 1 7,2 9,3 9,3 LS
82 Wearing 2 10 121 121 LS
83 Wearing 3 128 149 149 LS
84 Wearing 4 156 17,7 17,7 LS
85 Wearing 5 184 205 205 LS
86 Wearing 6 21,2 233 233 LS
87 Wearing 7 24 26,1 261 LS
88 Wearing 8 268 28,9 289 LS
89 Wearing 9 29,6 31,7 317 LS
90 Wearing 10 324 345 345 LS
91 Wearing 11 352 373 373 LS
92 Wearing 12 38 40,1 40,1 LS
93 Wearing 13 40,8 429 429 LS
94  Wearing 14 43,6 45,7 457 LS
95 Wearing 15 46,4 485 485 LS
96 Wearing 16 49,2 50,1 501 LS
97 Wearing 17 50,8 50,8 50,8 FF=0
98 Wearing 18 514 54,1 54,1 LS
99 Wearing 19 54,2 56,3 56,3 LS
100 Wearing 20 57 573 573 LS
101 Wearing 21 58 58 58 FF=0

Both number and percentage of the activities starting on either earliest or latest start

dates are as shown in Table 6.26.
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Table 6.26: Activity start date statistics — Objective 4 / Free Float

Activities with float

Starting on ES  Starting on LS
Number of activities 0 22
Percentage of activities 0,00 100

Objective Function No.5 with Free Float Data Set

Solution statistics of the solution of the objective function no.5 for data set of the

start dates calculated with free float were as shown in Figure 6.27.

a4 Cplex solution (optimal) with objective 16
Constraints 156764
4 Variables 129221
Binary 127967
MNon-zero coefficients 1630932
4 MIP
Objective 16
Modes
Remaining nodes
Incurmbent 16
Iterations 26
4 Solution pool
Count 1
Mean objective 16

Figure 6.27: Solution statistics — Objective 5 / Free Float
In addition, start dates of the same data set after leveling can be seen in Table 6.27.

Table 6.27: Start dates — Objective 5 / Free Float

No. Name Location ES Leveled LS Start

Start Info
1 Subbase 1 1 1 1 FF=0
2  Subbase 2 2,3 2,3 2,3 FF=0
3 Subbase 3 3,6 3,6 3,6 FF=0
4 Subbase 4 49 49 49 FF=0
5 Subbase 5 6,2 6,2 6,2 FF=0
6 Subbase 6 75 7,5 75 FF=0
7  Subbase 7 8,8 8,8 8,8 FF=0
8 Subbase 8 10,1 10,1 10,1 FF=0
9 Subbase 9 11,4 114 114 FF=0
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Table 6.27 (continued): Start dates — Objective 5 / Free Float

No. Name Location ES Leveled LS Start
Start Info

10 Subbase 10 12,7 12,7 12,7 FF=0
11 Subbase 11 14 14 14  FF=0
12 Subbase 12 15,3 15,3 15,3 FF=0
13 Subbase 13 16,6 16,6 16,6 FF=0
14 Subbase 14 17,9 179 179 FF=0
15 Subbase 15 19,2 19,2 19,2 FF=0
16 Subbase 16 205 205 205 FF=0

17 Subbase 17 21,8 456 46,1

18 Drainage 1 2,3 2,3 2,3 FF=0
19 Drainage 2 51 51 51 FF=0
20 Drainage 3 7,9 7,9 7,9 FF=0
21 Drainage 4 10,7 10,7 10,7 FF=0
22 Drainage 5 135 135 135 FF=0
23 Drainage 6 16,3 16,3 16,3 FF=0
24 Drainage 7 191 19,1 191 FF=0
25 Drainage 8 219 219 219 FF=0
26 Drainage 9 247 24,7 247 FF=0
27 Drainage 10 275 275 275 FF=0
28 Drainage 11 30,3 30,3 30,3 FF=0
29 Drainage 12 331 331 331 FF=0
30 Drainage 13 359 359 359 FF=0
31 Drainage 14 38,7 38,7 38,7 FF=0
32 Drainage 15 415 415 415 FF=0
33 Drainage 16 443 443 443 FF=0
34 Drainage 17 471 471 471 FF=0
35 Drainage 18 49,2 492 49,2 FF=0
36 Drainage 19 49,3 493 493 FF=0
37 Drainage 20 52,1 52,1 521 FF=0
38 Drainage 21 549 549 549 FF=0
39 Plantmix 1 51 51 51 FF=0
40 Plantmix 2 7,9 7.9 79 FF=0
41 Plantmix 3 10,7 10,7 10,7 FF=0
42 Plantmix 4 135 135 135 FF=0
43 Plantmix 5 16,3 16,3 16,3 FF=0
44  Plantmix 6 19,1 19,1 191 FF=0
45 Plantmix 7 219 219 219 FF=0
46 Plantmix 8 247 24,7 247 FF=0
47 Plantmix 9 275 275 275 FF=0
48 Plantmix 10 30,3 30,3 30,3 FF=0
49 Plantmix 11 33,1 331 33,1 FF=0
50 Plantmix 12 359 359 359 FF=0
51 Plantmix 13 38,7 38,7 38,7 FF=0
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Table 6.27 (continued): Start dates — Objective 5 / Free Float

No. Name Location ES Leveled LS Start
Start Info

52 Plantmix 14 415 415 415 FF=0
53 Plantmix 15 443 443 443 FF=0
54  Plantmix 16 471 471 471 FF=0
55 Plantmix 17 49,2 49,2 49,2 FF=0
56 Plantmix 18 499 499 50,7 ES

57 Plantmix 19 52,1 52,1 52,1 FF=0
58 Plantmix 20 549 549 549 FF=0

59 Plantmix 21 56,6 56,6 56,6 FF=0
60 Binder 1 6 6 6 FF=0
61 Binder 2 8,8 8,8 8,8 FF=0
62 Binder 3 116 116 116 FF=0
63 Binder 4 144 144 144 FF=0
64 Binder 5 172 172 172 FF=0
65 Binder 6 20 20 20 FF=0
66 Binder 7 228 228 228 FF=0
67 Binder 8 256 256 256 FF=0
68 Binder 9 284 284 284 FF=0
69 Binder 10 31,2 31,2 312 FF=0
70  Binder 11 34 34 34  FF=0
71  Binder 12 36,8 36,8 368 FF=0
72 Binder 13 39,6 396 396 FF=0
73 Binder 14 424 424 424 FF=0
74 Binder 15 452 452 452 FF=0
75 Binder 16 48 48 48 FF=0
76  Binder 17 499 499 499 FF=0
77  Binder 18 50,8 51,3 51,3 LS
78  Binder 19 53 53 53 FF=0
79  Binder 20 55,8 558 558 FF=0
80 Binder 21 57,2 57,2 57,2 FF=0
81 Wearing 1 7,2 8,6 9,3

82 Wearing 2 10 10 121 ES
83 Wearing 3 12,8 128 14,9 ES
84 Wearing 4 156 156 17,7 ES
85 Wearing 5 184 184 20,5 ES
86 Wearing 6 21,2 212 233 ES
87 Wearing 7 24 24 26,1 ES
88 Wearing 8 26,8 26,8 289 ES
89 Wearing 9 296 296 317 ES
90 Wearing 10 324 324 345 ES
91 Wearing 11 352 352 373 ES
92 Wearing 12 38 38 401 ES
93 Wearing 13 40,8 40,8 429 ES
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Table 6.27 (continued): Start dates — Objective 5 / Free Float

No. Name Location ES Leveled LS Start
Start Info

94 Wearing 14 436 43,6 45,7 ES
95 Wearing 15 46,4 46,4 485 ES
96 Wearing 16 492 49,7 50,1

97 Wearing 17 50,8 50,8 508 FF=0
98 Wearing 18 51,4 52 54,1

99 Wearing 19 542 56,3 56,3 LS
100 Wearing 20 57 57 57,3 ES
101 Wearing 21 58 58 58  FF=0

Both number and percentage of the activities starting on either earliest or latest start

dates are as shown in Table 6.28.

Table 6.28: Activity start date statistics — Objective 5 / Free Float

Activities with float
Starting on ES Starting on LS
Number of activities 16 2
Percentage of activities 72,72 9,09

Objective Function No.6 with Free Float Data Set

Solution statistics of the solution of the objective function no.3 for data set of the

start dates calculated with free float were as shown in Figure 6.28.

4 Cplex solution (optimal) with objective 16.11
Constraint 156767
4 Variables 129222
Binary 127967
MNon-zero ¢ 1720736
a MIP
Objecti 16.11
Incumt 16.11
Modes
Rermair
Iterations

4 Solution ps
Count 1
Mean ¢ 16.11

Figure 6.28: Solution statistics — Objective 6 / Free Float
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In addition, start dates of the same data set after leveling can be seen in Table 6.29.

Table 6.29: Start dates — Objective 6 / Free Float

No. Name Location ES Leveled LS Start
Start Info
1 Subbase 1 1 1 1 FF=0
2 Subbase 2 2,3 2,3 23 FF=0
3 Subbase 3 3,6 3,6 3,6 FF=0
4  Subbase 4 49 49 49 FF=0
5 Subbase 5 6,2 6,2 6,2 FF=0
6 Subbase 6 75 7.5 75 FF=0
7  Subbase 7 8,8 8,8 8,8 FF=0
8 Subbase 8 10,1 10,1 10,1 FF=0
9 Subbase 9 11,4 114 114 FF=0
10 Subbase 10 12,7 12,7 12,7 FF=0
11 Subbase 11 14 14 14  FF=0
12 Subbase 12 153 153 153 FF=0
13 Subbase 13 166 16,6 16,6 FF=0
14 Subbase 14 179 179 179 FF=0
15 Subbase 15 19,2 19,2 19,2 FF=0
16 Subbase 16 205 205 205 FF=0
17 Subbase 17 21,8 46,1 46,1 LS
18 Drainage 1 2,3 2,3 2,3 FF=0
19 Drainage 2 51 51 51 FF=0
20 Drainage 3 7,9 7,9 7,9 FF=0
21 Drainage 4 10,7 10,7 10,7 FF=0
22 Drainage 5 135 135 135 FF=0
23 Drainage 6 16,3 16,3 16,3 FF=0
24 Drainage 7 19,1 19,1 191 FF=0
25 Drainage 8 219 219 219 FF=0
26 Drainage 9 247 247 247 FF=0
27 Drainage 10 275 275 275 FF=0
28 Drainage 11 30,3 30,3 30,3 FF=0
29 Drainage 12 331 331 331 FF=0
30 Drainage 13 359 359 359 FF=0
31 Drainage 14 38,7 38,7 38,7 FF=0
32 Drainage 15 415 415 415 FF=0
33 Drainage 16 443 443 443 FF=0
34 Drainage 17 471 471 471 FF=0
35 Drainage 18 49,2 492 492 FF=0
36 Drainage 19 49,3 493 493 FF=0
37 Drainage 20 52,1 52,1 521 FF=0
38 Drainage 21 549 549 549 FF=0
39 Plantmix 1 51 5,1 51 FF=0
40 Plantmix 2 7,9 7.9 79 FF=0
41 Plantmix 3 10,7 10,7 10,7 FF=0
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Table 6.29 (continued): Start dates — Objective 6 / Free Float

No. Name Location ES Leveled LS Start
Start Info

42  Plantmix 4 135 135 135 FF=0
43 Plantmix 5 16,3 16,3 16,3 FF=0
44 Plantmix 6 19,1 191 191 FF=0
45 Plantmix 7 219 219 219 FF=0
8
9

46 Plantmix 247 24,7 24,7 FF=0
47 Plantmix 275 275 275 FF=0
48 Plantmix 10 30,3 30,3 303 FF=0
49 Plantmix 11 33,1 331 331 FF=0
50 Plantmix 12 359 359 359 FF=0
51 Plantmix 13 38,7 38,7 38,7 FF=0
52 Plantmix 14 415 415 415 FF=0
53 Plantmix 15 443 443 443 FF=0
54  Plantmix 16 471 471 471 FF=0
55 Plantmix 17 49,2 492 49,2 FF=0
56 Plantmix 18 49,9 50,7 50,7 LS

57 Plantmix 19 52,1 52,1 52,1 FF=0
58 Plantmix 20 549 549 549 FF=0
59 Plantmix 21 56,6 56,6 56,6 FF=0

60 Binder 1 6 6 6 FF=0
61 Binder 2 8,8 8,8 8,8 FF=0
62 Binder 3 116 116 11,6 FF=0
63 Binder 4 144 144 144 FF=0
64 Binder 5 172 17,2 17,2 FF=0
65 Binder 6 20 20 20 FF=0
66 Binder 7 228 228 228 FF=0
67 Binder 8 256 256 256 FF=0
68 Binder 9 284 284 284 FF=0
69 Binder 10 31,2 31,2 31,2 FF=0
70 Binder 11 34 34 34  FF=0
71  Binder 12 36,8 36,8 368 FF=0
72 Binder 13 396 396 396 FF=0
73 Binder 14 42,4 424 424 FF=0
74  Binder 15 452 452 452 FF=0
75 Binder 16 48 48 48 FF=0
76  Binder 17 499 499 499 FF=0
77  Binder 18 50,8 51,3 51,3 LS

78 Binder 19 53 53 53 FF=0
79  Binder 20 55,8 55,8 558 FF=0
80 Binder 21 57,2 57,2 57,2 FF=0
81 Wearing 1 7,2 9,3 9,3 LS

82 Wearing 2 10 12,1 121 LS

83 Wearing 3 12,8 149 149 LS
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Table 6.29 (continued): Start dates — Objective 6 / Free Float

No. Name Location ES Leveled LS Start
Start Info

84 Wearing 4 15,6 17,7 17,7 LS
85 Wearing 5 184 205 20,5 LS
86 Wearing 6 212 233 233 LS
87 Wearing 7 24 26,1 26,1 LS
8
9

88 Wearing 26,8 289 289 LS
89 Wearing 296 31,7 317 LS
90 Wearing 10 324 345 345 LS
91 Wearing 11 352 37,3 37,3 LS
92 Wearing 12 38 40,1 401 LS
93 Wearing 13 40,8 429 429 LS
94  Wearing 14 43,6 457 457 LS
95 Wearing 15 46,4 485 485 LS
96 Wearing 16 492 50,1 50,1 LS
97 Wearing 17 50,8 50,8 508 FF=0
98 Wearing 18 514 541 541 LS
99 Wearing 19 54,2 56,3 56,3 LS
100 Wearing 20 57 57,3 573 LS
101 Wearing 21 58 58 58  FF=0

Both number and percentage of the activities starting on either earliest or latest start

dates are as shown in Table 6.30.

Table 6.30: Activity start date statistics — Objective 6 / Free Float

Activities with float

Starting on ES Starting on LS
Number of activities 0 22
Percentage of activities 0,00 100
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7. RESULTS & DISCUSSIONS

Resource histogram for the activities starting on earliest start dates is as shown in

Figure 7.1.

Earliest Start Resource Usage

Resource Usage
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Figure 7.1: Resource histogram for earliest start dates

Resource histogram for the activities starting on latest start dates calculated with total

floats is as shown in Figure 7.2.

Total Float - Latest Start Resource Usage

Resource Usage

Figure 7.2: Resource histogram for latest start dates (total float)
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Resource histogram for the activities starting on latest start dates calculated with free
floats is as shown in Figure 7.3.

Free Float - Latest Start Resource Usage

Resource Usage

Figure 7.3: Resource histogram for latest start dates (free float)

Resource histogram of the data set prepared with total floats and leveled with
objective function no.4 is as shown in Figure 7.4, which was prepared with 0,1 day

precision.

Obj. 4 - Total Float - Leveled Resource
Usage

Resource Usage

Figure 7.4: Resource histogram — Objective 4 / Total Float

Resource requirement graph of the data set prepared with total floats and leveled
with objective function no.4 is as shown in Figure 7.5, which shows the maximum

resource requirement of each day.
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Obj. 4 - Total Float - Daily Resource
Requirement

Resource Requirement

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58
Days

Figure 7.5: Resource requirement — Objective 4 / Total Float

Resource histogram of the data set prepared with free floats and leveled with
objective function no.1 is as shown in Figure 7.6, which was prepared with 0,1 day

precision.

Obj. 1 - Free Float - Leveled Resource
Usage

Resource Usage
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Figure 7.6: Resource histogram — Objective 1/ Free Float

Resource requirement graph of the data set prepared with free floats and leveled with
objective function no.l1 is as shown in Figure 7.7, which shows the maximum
resource requirement of each day.
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Obj. 1 - Free Float - Daily Resource
Requirement

Resource Requirement

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58
Days

Figure 7.7: Resource requirement — Objective 1 / Free Float

Resource histogram of the data set prepared with free floats and leveled with
objective function no.2 is as shown in Figure 7.8, which was prepared with 0,1 day

precision.

Obj. 2 - Free Float - Leveled Resource
Usage
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Figure 7.8: Resource histogram — Objective 2 / Free Float

Resource requirement graph of the data set prepared with free floats and leveled with
objective function no.2 is as shown in Figure 7.9, which shows the maximum

resource requirement of each day.
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Obj. 2 - Free Float - Daily Resource
Requirement

Resource Requirement

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58
Days

Figure 7.9: Resource requirement — Objective 2 / Free Float

Resource histogram of the data set prepared with free floats and leveled with
objective function no.3 is as shown in Figure 7.10, which was prepared with 0,1 day

precision.

Obj. 3 - Free Float - Leveled Resource
Usage

Resource Usage

Figure 7.10: Resource histogram — Objective 3 / Free Float

Resource requirement graph of the data set prepared with free floats and leveled with
objective function no.3 is as shown in Figure 7.11, which shows the maximum

resource requirement of each day.
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Obj. 3 - Free Float - Daily Resource
Requirement

Resource Requirement

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58
Days

Figure 7.11: Resource requirement — Objective 3 / Free Float

Resource histogram of the data set prepared with free floats and leveled with
objective function no.4 is as shown in Figure 7.12, which was prepared with 0,1 day

precision.

Obj. 4 - Free Float - Leveled Resource
Usage

Resource Usage

Figure 7.12: Resource histogram — Objective 4 / Free Float

Resource requirement graph of the data set prepared with free floats and leveled with
objective function no.4 is as shown in Figure 7.13, which shows the maximum

resource requirement of each day.
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Obj. 4 - Free Float - Daily Resource
Requirement

Resource Requirement

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58
Days

Figure 7.13: Resource requirement — Objective 4 / Free Float

Resource histogram of the data set prepared with free floats and leveled with
objective function no.5 is as shown in Figure 7.14, which was prepared with 0,1 day

precision.
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Figure 7.14: Resource histogram — Objective 5 / Free Float

Resource requirement graph of the data set prepared with free floats and leveled with
objective function no.5 is as shown in Figure 7.15, which shows the maximum

resource requirement of each day.
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Obj. 5 - Free Float - Daily Resource
Requirement

Resource Requirement
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Figure 7.15: Resource requirement — Objective 5 / Free Float

Resource histogram of the data set prepared with free floats and leveled with
objective function no.6 is as shown in Figure 7.16, which was prepared with 0,1 day

precision.

Obj. 6 - Free Float - Leveled Resource
Usage

Resource Usage

Figure 7.16: Resource histogram — Objective 6 / Free Float

Resource requirement graph of the data set prepared with free floats and leveled with
objective function no.6 is as shown in Figure 7.17, which shows the maximum

resource requirement of each day.
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Obj. 6 - Free Float - Daily Resource
Requirement

Resource Requirement

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58
Days

Figure 7.17: Resource requirement — Objective 6 / Free Float

To be able to analyze above-mentioned results in order to decide and propose best
possible optimization criteria and objective function for resource leveling, two
different tables were prepared. In first, Table 7.1, each solution was evaluated in
terms of the metrics of aforementioned optimization criteria. Values of the each
metric for each solution and before leveling results were calculated and minimum
values for each evaluation criteria are shown in yellow for each row of the Table 7.1
as best values, since all of the optimization criteria were minimization-oriented.
However, solution for objective function no.4 with data set prepared with total floats
was not compared with the free float data, since these two data set were not of same
characteristics and meaningless in terms of comparison. Solution of objective

function no.1 with free float data set had the highest count of best values.

Besides, to sharpen the image of the best optimization criteria, a score was also
calculated. Main purpose to calculate this score is to give the meaning to counting
the best values, since some objective share best values in some evaluation criteria.
Score of the each solution was calculated by adding up the ratio of count of the best
values of each column to total number of best values on each row. To explain better,

take solution values of objective no.1:

(Row 1: 1/1) + (Row 2: 1/2) + (Row 3: 0) +
(Row 4: 1/4) + (Row 5: 0) + (Rom 6: 1/6) = 1,92

In terms of these scores, objective function no.l also gave the best result.
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Table 7.1: Evaluation of the solutions in terms of objective metrics

Solution Evaluation Solution Evaluation Before Leveling B&E Leveled Solutions
o . Latest Start Total Float Free Float
Criteria Formula Earliest Start — — — — — . —
Total Float Free Float | Objective 4| Objective 1 | Objective 2 | Objective 3 | Objective 4 | Objective 3 | Objective 6
Sum of the absolute T
deviations in daily ZIRdev._-I 416 1104 976 976 16 416 502 976 544 076
TE30UICEe usage i=1
Sum of only the increases | -
in daily resource usage | " |Rinc;| 200 544 480 480 200 200 288 480 264 480
from one day to the next | iz
Sum of the absolute .
deviations between dally | w
gviations between Gty D IR:— Reg| 3904 89 586167 364625 206243 | 385287 | 388443 | 350593 | 364625 | 385441 | 364625
resouce usage and the s 4
average resource usage -
Maximum dally resouree | (g 32 43 32 24 32 32 40 32 0 32
usage
Maximum deviation i
DOMDI COVIaRon I ovIRdev ] 24 16 24 16 24 24 16 24 16 24
daily resource usage
Maximum absolute
deviation between daily
FYIAHON DERVEE B Imax| R — Reygl] | 16.11 32,11 16,11 15.89 15.89 15.89 15,89 15.89 15.89 15.89
resource usage and the
AVEerage résource usage
Best Solution Count 4 3 3 2 2 2
; Score e 1w 1,67 0.42 0,67 042

110




Additionally, to analyze results in more detail, improvements provided by each
solution compared to before-leveling values were calculated and can be found in
Table 7.2. If any of the objective function was failed to provide an improvement in
terms of the evaluation criteria, it was taken as zero. In order to obtain the total
improvement of each objective function, all improvements provided by objective,
were summed up and divided by total number of evaluation criteria, six. Again, total
float solution did not compared with free float solutions and objective function no.1
worked with free float data set gave the best improvement rate among the free float

solutions.

To sum up, objective function no.1 worked with free float data set gave the best
resource leveling results among the free float data sets. However, even it is neither
possible nor meaningful to compare total float result with free float results, it can be
seen in the Tables 7.1 and 7.2 that, total float data set worked in objective function
no.4 was provided better numerical results than any other solutions. This can be
explained by the total float data set offer more possibilities for optimization since,

76,24 % of activities were of total floats and available for optimization iterations.
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Table 7.2: Improvements provided by leveled solutions

Criteria

Formula

B&E Leveled Solutions

Total Float

Free Float

Objective 4

Ohbjective 1

Objective 2

Objective 3

Objective 4

Objective 5

Objective 6

Sum of the absolute
deviations in daily resource
usage

0.9615

Sum of only the increases
in daily resource usage
from one dav to the next

Sum of the absolute
deviations between daily
resouce usage and the
average resource usage

Z|RE_RW.§I|
i=1

0.0356

0.0277

0.1224

00873

00352

00873

Maximum daitly resource
usage

[max (R;)]

Maximum deviation in daily
TE30UFCE Usage

[max|Rdev;|]

0.3333

0.3333

0.3333

Maximum absolte

deviation between daily
resource usage and the
average resource usage

[mm:lR._-—H

avg]]

0.0137

0.0137

0.0137

0.0137

0.0137

0.0137

0.0137

Average Improvement

0,1426

14.20

01685

112

00069

00782

0.0168

00637

00168

0.69

7.82

1.68

6.37

1.68




8. CONCLUSIONS

This research proposed a mathematical model for leveling resources of a linear

construction project scheduled with location-based planning technique. The

mathematical programming method used to provide leveling solutions was mixed-

integer programming with branch and bound algorithm.

Obijectives of the study provided in the earlier stages were all achieved by;

Developing a resource leveling model using branch and bound algorithm for
a highway construction project scheduled according to location-based
scheduling method. In the case study, proposed model was examined in detail
and all steps to accomplish the development of a new model was represented.

Determining and analyzing the effects of using different objective functions in
modeling. Different resource histograms derived from the solutions of various

objective functions, are compared and examined.

Determining and analyzing the impact of considering different type of project
floats on resources and leveling process. Two data set obtained from
different project floats was used in proposed model with different objective
functions. Since, all of the objective functions with total floats could not give
solution due to excessive memory usage, it is hard to deliver a comparison
and/or analysis regarding the effect of total floats. However, a detailed
examination was available for data set with free floats in different objective
functions hence, best solution for free float data set was shown from various

evaluation aspects.

Besides, it is shown that, LBP offers better layout for resource leveling than CPM

due to easier project control and less complexity. In addition, proposed model

emerges as a reliable resource leveling tool, since it takess many aspects of project

into consideration such as production rates, exact durations and complete precedence

relations without breaking project order logic.
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As for the future study,

e adynamic programming model, that can consider and level different types of

resources with various weighing simultaneously,

e a mathematical modeling tool, that can work with non-linear formulation

while providing deterministic solutions,
can be worked on developed if possible.

In conclusion, this study is contributed to the field by proposing a mathematical
model with branch and bound algorithm for resource leveling of linear construction
projects. This contribution can be expanded by considering provided future work

areas and more.
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