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SELF-INDUCED PITCHING OSCILLATIONS OF AN AIRFOIL

SUMMARY

In this study, the focus is on the self-induced oscillations of a NACA 0012 airfoil.
The relationship between the moments acting on the airfoil and the vortex formation
in the near-wake of the airfoil is investigated via Digital Particle Image Velocimetry
(DPIV) in conjunction with instantaneous acceleration measurements.

The airfoil is free to undergo pitching oscillations about the quarter chord location.
Different freestream velocities, different springs to yield different stiffnesses for the
structure and different initial conditions in terms of angie of attack before the airfoil
is let to oscillate have been chosen to investigate the phenomena.

Experiments of this study have been performed in the 50 cm x 50 cm Low Subsonic
Wind Tunnel (50x50 LSWT) in Trisonic Research Center at Istanbul Technical
University. Different freestream welocities between 7.0 m/s - 17.0 m/s,
corresponding to Reynolds numbers of 59-148 x10° are used. The natural
frequencies of the system are measured to be 57.12 Hz, 36.96 Hz, and 62.98 Hz. The
reduced frequency, is between 0.26 - 0.49 for the investigated cases.

The initial goal of the study has been to obtain flow-induced oscillations of an airfoil
in the velocity range supplied by the wind tunnel in use. Then, quantitative flow field
measurements are refined around the oscillating airfoil. Acceleration measurements
are adopted to get information on the moments acting on the airfoil while oscillating.
Angular velocity and position of the airfoil are obtained for selected cases, related to
the vorticity formation in the near-wake of the airfoil. The integration of the
acceleration data has been also checked with the position of the airfoil obtained from
PIV images.

The vortex formation patterns are correlated with the acceleration signal. It has been
observed that the small modulations correspond to some intermediate shedding.
Especially the shedding of the stall vortex is correlated with the local or absolute
minimum before the absolute maximum on the acceleration signal. As the angular
position of the airfoil could be determined via integration of acceleration, it is
possible to state that the formation of the stall vortex starts just after the mean value
when the angle of attack is increasing and the stall vortex is shed just after the mean
value is attained when the angle of attack is decreasing.



BIR KANAT PROFILINDE AKISIN UYARDIGI YUNUSLAMA
SALINIMLARI

OZET

Bu ¢alismanin odak noktasi NACA 0012 kanat profilinde akisin uyardigi yunuslama
salimmlandir. Kanat profiline etkiyen momentler ve yakin iz bolgesindeki vorteks
olusumu arasindaki iliski, anlik ivme ol¢limleri ile birlikte DPIV (dijital olarak
parcacik izleyerek hiz belirleme sistemi) kulianilarak incelenmistir.

Kanat profili, hiicum kenarindan ¢eyrek veter bovu uzakliktaki eksen gevresinde
yunuslama salmimlart yapmaya serbesttir. Konuyu incelemek ig¢in degisik serbest
akim hizlari, model i¢in degisik sertlikler elde etmek lizere degisik yaylar ve gesithi
hiicum agis1 degerieri kullaniimigtir.

Deneyler Istanbul Teknik Universitesi, Trisonik Arastirma Merkezi 50 c¢m x 50 cm
Sesalti Riizgar Tuneli’nde yiritilmustir. Deneylerin yapildigi serbest akim hizlari
7.0 m/s — 17.0 m/s arahiindadir. Bu degerlere karstlik gelen Reynolds sayilari 59-
148 x10° araligindadir. Modelin dogal frekans degerleri, farkli konfigiirasyonlar icin
57.12 Hz, 36.96 Hz. ve 62.98 Hz. olarak ol¢lilmiistiir. Incelenen durumlar igin
indirgenmis frekans degerleri 0.26 - 0.49 araligindadur.

Bu ¢alismann ilk hedefi, kullanilan riizgar tiinelinin saglayabildigi akim hizlarinda,
kanat profilinin akigin uyardigi salimumlarinin elde edilmesi olmustur. Devaminda,
profil etrafinda akim alaninin niceliksel incelenmesine yonelik iyilestirme ¢alismalar
yapumigtir. Profil salimm yaparken {izerine gelen momentieri belirlemeye yonelik
olarak ivme SlgtilmUstiir. Secilen bazi durumlar ic¢in acisal hiz ve pozisyon degerleri,
profil yakm iz bolgesindeki gevri olusumu ile iliskilendirilmistir. Ivme verilerinin
integrasyonu, PIV goriintiilerinden elde edilen konum bilgisi ile de dogrulanmustir.

Vorteks olusum vapilari ivme sinvalleri ile iliskilendirilmistir. Kiglik ivme
modiilasyonlarinin ara vorteks kopmasina sebep oldugu gozienmistir. Ozellikle
tasima kaybt ile ilgili vorteks kopmast durumlarinda, ivme sinyalinin mutlak
maksimum degerinden S8nce gorillen boigesel veya mutlak minimum degerlerinde
oldugu gozlenmistir. Ivme sinyalinin integre edilmesi ile kanadin agisal konumunun
belirlenebilmest sonucunda, kanat konumu - tasima kaybi ile ilgili vorteks olusumu
ve kopmasi arasindaki iligkilere ulasmak miimkiin olmustur. Buna gore, tagima kayb:
ile iigili vorteks, kanat profilinin hiicum acist degeri artmakta iken ortalama ag
degerine ulasildiginda olugmaya baslamaktadir. Tasima kayb:i ile ilgili vorteksin
kopmasi ise hitcum agist degeri azalmakta iken ortalama agi degerine ulasiidiginda
olmaktadir.

X1



1 INTRODUCTION

Studies of unsteady-airfoil flows have been motivated mostly by efforts to avoid or
reduce undesirable effects such as flutter, vibrations, buffeting, gust response and
dynamic stall. Some attention has also been given to potentially beneficial effects of
unsteadiness, such as propulsive efficiency of flapping motion, controlled periodic
vortex generation, stall delay, and improving the performance of helicopter rotors,
turbomachinery and wind turbines by controlling the unsteady forces n some
optimum way. Both cases require predicting the magnitude and phase lag of the

unsteady fluid-dynamic loads on lifting surfaces [1].

Determination of the forces on an oscillating airfoil is not an easy task. I'orce balance
measurements can suffer from interference from structural resonances and static
pressure distribution measurements can suffer from spatial resolution and sensor
limitations [2]. However, non-intrusive experimental techniques in determining the

unsteady velocity field around the structures and forces are promising [2-10].

In this study, the focus is on the self-induced oscillations of a NACA 0012 airfoil.
The relationship between the moments acting on the airfoil and the vortex formation
in the near-wake of the airfoil is investigated via Digital Particle Image Velocimetry

(DP1V) in conjunction with instantaneous acceleration measurements.

The airfoil is free to undergo pitching oscillations about the quarter chord location.
Different freestream velocities, different springs to yield different stiffnesses for the
structure, and different initial conditions in terms of angle of attack before the airfoil

is let to oscillate have been chosen to investigate the phenomena.

The initial goal of the study has been to obtain flow-induced oscillations of an airfoil
in the velocity range supplied by the wind tunnel in use. Then, quantitative flow field
measurements are refined around the oscillating airfoil. Acceleration measurements
are adopted to get information on the moments acting on the airfoil while oscillating.

On the other hand, although difficulties exist for the integration of the time history of



the acceleration, the calculated velocity and position data lead to the use of the

equation of motion.

Although, instantancous velocity and vorticity fields correlated with the acceleration
allow insight into the physics of the phenomena, some attempts have been made to
set the equation of motion. Angular velocity and position of the airfoil are obtained
for selected cases, related to the vorticity formation in the near-wake of the airfoil.
The integration of the acceleration data has been also checked with the position of

the airfoil obtained from PIV images.

Another aspect of the current study is its experimental setup which aliows
illumination of the whole flow ficid, both the suction and pressure sides of the airfoil,
and consists the major difference of the investigation when compared with others in

the litterature.

The insight gained in this study will provide basis for future work on the active and
passive control of the vortex shedding over an airfoil. The results already constitute

validation data for numerical analyses.



2 LITERATURE REVIEW

The rapid incidence variations of an airfoil and associated dynamic features were
first recognized by Kramer in 1932 [11]. Until 1960’s, the topic received little
attention by the aerodynamicists. When the same phenomena has been encountered

on helicopter blades, oscillating airfoil became one of the most studied topics.

In 1972, McCroskey and Iisher [12] showed that it is possible to simulate the basic
effects of a stalled rotor blade in a realistic way by a 2-D sinusoidally pitching
airfoil. In the meantime, it was noticed that sinusoidal pitching motions are close to
the incidence variations experienced by real rotor blades. Therefore, investigations

have been especially focused on sinusoidal pitching motions.

In 1977, Carr, McAlister and McCroskey [13] stated the relation between the main
features observed on the lift and the pitching moment curves. They also observed the
formation, development and subsequent shedding of organized vortex structures on
the airfoil. Since then, experimental studies have been mainly conducted by using
flow visualization techniques, pressure measurements and velocity measurements by

hot wire technique.

In 1983, De Ruyck and Hirsch [14] obtained the detailed velocity and Reynolds
stress profiles by the hot wire technique at different downstream positions in the
wake of a sinusoidally pitching NACA 0012 airfoil. The instantaneous incidences
have been varied from zero to just above the static stall limit for Reynolds number

3x10°. They have observed the trailing-edge stall as the static incidence reaches 14°.

In 1988 Kim and Park [15] visualized the chronological flow patterns around an
airfoil, forced to oscillate in pitch, by using the smoke wire technique. They showed
that the instantaneous angle of attack at which the seperation takes place, depends on

the reduced frequency @, and that for flows with larger @, , the seperation occurs at

a larger phase angle wt.

s



In 1990, Park et al. [16] studied the unsteady near wakes behind an oscillating
NACA 0012 airfoil in pitch about the quarter chord location. They obtained the
ensemble-averaged mean velocity and turbulence intensity profiles and observed that
the mean velocity profile at each downstream station exhibits a phase lag relative to
the periodic motion of the airfoil and the phase lag was found to increase with

downstream distance.

In 1990, Leishman [17] examined the static and dynamic stall characteristics of
NACA 23012 airfoil at Reynolds number of 15x10° by using miniature pressure
transducers and hot film gauges. By numerically integrating the pressure distribution,
he obtained the lift and the pitching moments. As a conclusion, he found that a
positive pitch rate and thus increased reduced frequency provides a beneficial effect
and helps keep the boundary layer attached to very much higher angles of attack over

those, which could be obtained statically.

In 1999, Leec et al. [18] determined the instantaneous locations of unsteady boundary
layer transition, separation and reattachment on an NACA 0012 airfoil by using
multiple hot film sensors. They found the boundary-layer transition and separation
points to be delayed with increasing reduced frequency during pitch up and

decreasing reduced frequency during pitch down.

With the progress in optics, electronics, lasers and signal processing, non-intrusive
techniques such as TLaser Doppler Anemometry (LDA) and Particie Image
Velocimetry (PIV) became widely used techniques in oscillating airfoil studies. In
1994, Shih and Ho [19] used a stationary 2-D NACA 0012 airfoil placed at the static
stall angle of 12 degrees in a vertical water tunnel to identify the evolving vorticity
field of the airfoil. They used LDA to measure velocity, load cells to measure
aerodynamic forces and a laser to visualize the flow field. They presented that the
intricate variation of aerodynamic properties can be understood through the basic
vorticity balance concept and the time scales of the flow field. They also showed
that, for the unsteadv attached flow, the reduced frequency has no physical meaning
due to the lack of the intrinsic flow time constant. Therefore, the unsteady
acrodynamic properties depend on the reduced frequency only if the flow is

separated.



To study the mechanisms involved in an unsteady flow, it would be advantageous to
have instantaneous velocity field data. For this reason, a giobal method such as PIV
technique is best suited to achieve the goal rather than a pointwise measurement
technique such as LDA. Shih et al. (1992) [20] are the pioneers to use PIV. They
investigated the unsteady flow past a NACA 0012 airfoil in pitching-up motion in
water towing tank using the Particle Image Displacement Velocimetry (PIDV). They
proved the ability of the PIDV technique to provide instantanecus velocity and
vorticity fields of high spatial resolution and accuracy for such complex tlow fields.
They also presented the leading-edge flow separation to occur for a>20° They
visualized that the leading edge vortex dominating the {low moves downstream and
grows to a size that is comparable with the airfoil chord. They also observed the
evolution of a counter-rotating vortex formed from the trailing edge when the leading

edge vortex comes sufficiently close to it.

In 1995, using PIV in a low speed wind tunnel, Raffel et al. {21] investigated the
unsteady flow field above a NACA 0012 airfoil pitching under deep dynamic stali
conditions. These experiments were conducted in wind tunnel rather than the water
tunnel to obtain higher Reynolds numbers, which represents more accurately the
dvnamic stall phenomena for rotor blades. They obtained the velocity fields with a

high spatial resolution.

In 1996, Wernert [22] et al. investigated the dynamic stall process on a pitching
NACA 0012 airfoil experimentaily by PIV, laser-sheet visualizations and
numerically by a code based on Navier-Stokes equations. They have presented the
evolution of the dynamic stall process as attached flow, development of dynamic
stali vortex, post stall vortex shedding and reattachment processes both
experimentally and numerically. They also showed the aperiedicity of the flow

phenomenon when massive flow separation occurs.

In 1997, Wernert et al. [23] took PIV data in 1°incidence steps during the entire
oscillation cycles to obtain the complete description of the phenomena. They also
used LDA to compare it with PIV for oscillating airfoils. They showed that the flow
becomes completely non-reproducible within a few miliseconds between incidences
of 24 and 25 degrees upward motion which can be considered as typical of a chaotic

process.



In 1997, Oshima and Ramaprian [24] presented the instantaneous velocity
measurements on the suction side of a NACA 0015 airfoil pitching at a constant
angular velocity about its quarter-chord span wise axis. They studied the formation,
evolution and the shedding of the LEV (leading edge vortex) and DSV (dynamic stail

vortex) via PIV.

As it became evident that the loading on an airfoil is directly related with the velocity
distribution and its derivatives [3,4], calculation of the forces and moments on the
airfoil from these experimentally obtained quantities became one of the major
research topics. Although the studies have been concentrated in the force prediction
on two-dimensional circular cylinders, rigid, oscillating or in transitional motion

[5-9], airfoil or flat plate investigations are also undertaken [2,10].

In 1994, Panda and Zaman [2] studied the sinusoidal pitching of an airfoil at
Reynolds numbers of 22-44 x10° to relate the flow field with the loading. They
observed that the sum of the absolute values of all vorticity convected into the wake
over a cycle is nearly constant and is independent of the reduced frequency and
amplitude of osciliation. They estimated the time varying component of the lift from
the shed vorticity flux. Depending on the comparison of the lift hysteresis loops with
corresponding vorticity fields, they showed that the major features of the lift
variations are directly linked to the evolution of the large-scale vortical structures

and the phase delay phenomenon.



3  EXPERIMENTAL SETUP

3.1 Wind Tunnel

Experiments of this study have been performed in the 50 cm x 50 cm Low Subsonic
Wind Tunnel (50x50 LSWT) in Trisonic Research Center at Istanbul Technical
University. The tunnel has a cross sectional area of 500mm x 500mm at the entrance
of the test section and 540 mm x 540 mm at the exit to establish a uniform flow in
the desired cross sectional arca without the influence of the boundary layer (Figure
3.1). The sidewalls of the tunnel are constructed by transparent Plexiglas, allowing
the use of laser based techniques such as PIV and LDA. It is also equipped with a
ventilation unit to take out the seeding materials out of the medium (Figure 3.2). The
freestream turbulence level of the tunnel is 0.3% according to previous studies [25]

and it is capable of supplying freestream velocities in the range of 3 m/s to 30 m/s.

3.1.1 Flow speed measurement

A fan, driven by a Femsan 7.5 kW DC motor, operates 50x50 LSWT and a Siemens
Simoreg D485/30 type control unit controls the motor. Freestream velocities in this
study are determined using a Pitot static tube that ts connected to a Setra absolute
pressure transducer with a measurement range of £25.4 mm-H,O. Pitot static tube is
carefully placed downstream of the airfoil, close to the upper wall, so that it does not
influence the boundary layer. Simultaneous freestream velocity measurements are
accomplished during the preliminary experiments by using Pitot static tube and PIV;
results compared for a common point are in good agreement with each other.
Measurement procedure and results will be presented in detail in § 4.1. The
investigation is continued only with Pitot static tube measurements for freestream

velocity determination.
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Figure 3.2 View of the 50x50 LSWT with the ventilation unit

Freestream velocity is one of the major parameters affecting the reduced frequency.
In this study, the experiments are conducted at freestream velocities ranging from 7
m/s to 17 m/s. In the context of the investigation, three different speeds are used to

establish the variation.



3.2 Airfoil and Mounting

The experiments have been performed using a NACA 0012 airfoil with a chord
length of ¢=120 mm and a span of 518 mm. The sidewalls of the tunnel are used as

endplates, therefore the flow is assumed to be two-dimensional.

The airfoil is manufactured as 2 pieces, ecach with a span of 254 mm, from blue
Styrofoam. A steel rod with a diameter of 4 mm passes through the axis, located at
the quarter chord distance away from the leading edge. The two airfoil pieces are
fixed onto this rod with 10 mm spacing in between, using epoxy to prevent any
relative motion with respect to each other. The coating of the airfoil is made of a self-
adhesive transparent paper to establish a smooth surface and to allow illumination of
both the pressure and suction sides of the airfoil at its mid-section. Two ball bearings
with an inner diameter of 4 mm are mounted on Plexiglas sidewalls of the wind

tunnel and hold the rod of the airfoil. Detailed pictures can be seen in Figure 3.3.

Figure 3.3 Pictures showing airfoil, its mounting and angle of attack mechanism
from different angles of view

A Plexiglas plate is manufactured with a series of holes on it, one at the center for the
rod and the others concentrically spaced to position the airfoil at different angles of
attack. One of the ends of a helical spring is mounted to the rod outside the tunnel

and the other end to a pin inserted in one of the holes on the Plexiglas plate. Three



different springs are used to obtain different natural frequencies for the system

inciuding airfoil, shaft and spring (Figure 3.4).

The natural frequencies of the system are measured to be 57.12 Hz, 36.96 Hz, and

62.98 Hz. The schematic of the experimental setup is shown in Figure 3.5.
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Figure 3.5 Experimental Setup of the study
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3.3  Accelerometer

A PCB 352C22 model miniature, ceramic shear ICP accelerometer and a 4 channel
PCB 442A04 model signal conditioner is used to determine the instantaneous
accelerations of the airfoil. The accelerometer with 11.4mmx6.4mm dimensions and
a mass of 0.5 g is inserted in the Styrofoam of the airfoil, quarter chord distant from
tip, in a spanwise location close to the wind tunnel wall. Its sensitivity is 9.39 mV/g,
frequency range 1 to 100,000 Hz. The broadband resolution of the accelerometer is
0.002 g rms and its measurement range is +500 g. Representative drawing of
accelerometer mounting, pictures of the accelerometer and the conditioner can be

seen in Figure 3.6.
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Figure 3.6 PCB Accelerometer, conditioner and mounting

3.4 Laser and Camera

Quantitative flow images are captured and processed by Digital Particle Image
Velocimetry (DPIV) system. A Redlake MegaPlus ES 1.0 8 bit digital camera with

1008H x 1016V pixel resolution is used for image acquisition. The double frame rate



of the camera is 15 Hz. The speed of the camera does not allow taking more than one

vector {ield per oscillation cycle.

The flow is illuminated by a New Wave Solo-PIV 120 Nd:Yag laser with two
cavities each providing 15 Hz repetition rate. The maximum output energy is 120 mJ
per pulse at 532 nm wavelength with pulse duration of 3-5 ns. Two cylindrical lenses
are used to generate a laser sheet with the desired dimensions at the investigation
region. However, the camera captures a 254.1mm x 256.1mm cross sectional flow
field. A Dantec 2100 system hub, with a LIFO Buffer capacity of 1.5 GByte is
provided the physical communication links and synchronization between the
computer, laser and the camera. Pictures of the components of PIV system are given

in Figure 3.7.

3.5 Sceding

The flow is sceded by a SPT Smoke Generator that burns paraffin oil (Shell Ondina
Oil Type 15). Different seeding approaches and equipments were used and as a
conclusion, a rake, placed upstream of the airfoil is found to be the most effective

one.

The rake, manufactured from a 6 mm aluminum pipe with 40 holes on it, is vertically
placed inside the tunnel, at the mid section, 480 mm in upstream of the airfoil
corresponding to 80 pipe diameters. This value exceeds 6.5D, the minimum distance

stated by [26] to regain uniform flow conditions downstream of a circular cylinder.

The smoke generator is mounted to the rake and paraffin oil is used as the seeding
material. The mean particie size is 1.5 pum within the range of 1-4 um and the

refractive index of 1.468.

3.6 Data Acquisition

In order to correlate the acceleration measurement results and the flow field images,
simultaneously acquired acceleration and PIV data are synchronized using the laser

pulse signal.
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Figure 3.7 Schematic of PIV processes and components used in the study

A 5.0 V TTL synchronization signal sent by the laser controller for each pulse is
acquired with the acceleration signal. The duration of the signal is almost 110pus and
the laser is pulsed with 60 ns latency with the synchronization signal. The time delay
between the two pulses is determined as 90 ps for the experiments to meet the
dynamic range of the flow. The time difference between the recordings, consisting of
following 2 pulses, is 66.6 ms depending on the maximum frame rate of the camera.
Figure 3.8 shows the time-diagram. A data acquisition card, NI PCI-6014, with 300

kHz sampling rate is used along with a LabVIEW VI (Virtual Instrument).

Different freestream velocities between 7.0 m/s — 17.0 m/s, corresponding to
Reynolds numbers of 59-148 x10” are used. For each freestream velocity, different
angle of attack values are defined by changing the position of the pin on the plate.
Instantaneous positions of the airfoil are determined by graphical processing of the
PIV images. The analysis of the resuits yields the reduced frequency, which is given

by Equation (3.1), to be between 0.26 - 0.49 for the investigated cases.
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In equation 3.1, f is the oscillation frequency in Hz, ¢ chord of the airfoil and U,

represents the freestream velocity.
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Figure 3.8 Time diagram of PIV system

Synchronization signal duration of the laser pulse is 110us and the first harmonic of
the pitching motion of the airfoil is in the order of 10 Hz. In order to meet the
Nyquist criterion for both of the signals, the data is acquired at 20 kHz. Although
sampling {requency of 100 Hz. is determined to be good enough for acceleration
measurements, it is set to 20 kHz according to the restriction for the duration of the
laser pulse synchronization signal. Then a 2" order Butterworth band pass digital
filter is used to filter the acceleration signal with a low cutoff frequency of 3 Hz and

high cutoff frequency of 50 Hz in order to remove noise from the data.
g q ¥

3.7 Post Process

Post processing of the PIV image pairs were done in a two step manner: in the initial
step, Dantec FlowManager Software is used for data acquisition and initial
processing of the raw image pairs. FlowManager is the control software of the PIV
system, at the same time, it has routines for the post processing of the images and a

MatLab-link for user defined processes. As a first step, the image pairs are processed
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with a MatlLab-script that uses top-hat filtering to remove the background from the
images. Top-hat fiitering script removes partly the shadows that exist at the leading
and traling edge of the airfoil due to the transparent coating and at the shaft location;
it essentially increase the contrast of the image and make the seeding particles
detectable. One of the raw images and its filtered version can be seen in Figure 3.9.
Filtered image pairs are cross-correlated to get the raw velocity fields. The cross
correlation is performed on 64 by 64 pixels interrogation windows that correpond to
a resolution of 16mm x 16mm in the physical plane of laser sheet. The interrogation
windows in two images are 50% overlapped in freestream direction and in the
normai direction to the freestream. Differences between the velocity fields obtained
from the raw image and the filtered image can be seen in [Figure 3.10. Necessity for

such a filtering is clearly visible from the results of these two images.

Raw velocity fields contain some erroneous vectors known as “bad vectors” because
of the shadows and objects in the flowfield, un-seeded or over-seeded regions, etc.
Therefore, an initial vector cleaning, namely Range Validation, is used in
FlowManager. The Range Validation routine depends on minimum and maximum
velocity components allowed in the flowfield to exist, for the validation of the
vectors. For most of the cases, this routine is not enough to clean all incorrect
vectors. Although several routines are available in Dantec [lowManager, range
validated vector fields are exported to be processed by non-commercial programs
due to format problems and lack of flexibility to further process the data and present
the resuits in FlowManager. Range validated velocity field can be seen at the left in
Figure 3.11. Incorrect vectors that can not be cleaned by the range validation can be

seen in black circles at the right in Figure 3.11.

For the latter analysis, non-commercial programs V3 and NFILVB are employed to
visualize and manually clean the bad vectors, to fill the arcas of missing vectors, and
to compute the vorticity distribution. The range validated vector fields are viewed
using V3 which ailows user to determine and remove incorrect or bad vectors from
the interrogation (Figure 3.12). On the other hand, NFILVB employs a bilinear least-
square fit technique on the surrounding vectors to interpolate the areas where
Incorrect vectors have been removed. The resulting velocity field is also smoothed by

this program using a Gaussian-weighted technique based on Landreth and Adrian
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(1989) [27] (Figure 3.12). A suggested smoothing parameter of 1.3 is used for the
resuits of this study. Images are also exported as *.tiff files to determine the
instantaneous angle of attack (AOA) of the airfoil using image processing softwares.
NFILVB uses the resuiting boundary information for the airfoil to set the proper

conditions of interpolation.

Figure 3.10 Velocity fieids obtained from the raw image and the filtered image
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Figure 3.11 Range validated velocity field and the remainig bad vectors

Figure 3.12 Cleaned velocity field by V3 and the result after the NFILVB process
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4 RESULTS

Results are given in three subsections. In the first section, the uniformity of the
freestream in the test section is investigated. In the second section, structural
properties of the system are presented based on accelerometer measurements and
related calculations. Finally, seif-induced pitching oscillations of the airfoil is

discussed in terms of the resuits of PIV and correlated with acceleration data.

4.1 Wind Tunpel Performance

Preliminary experiments are conducted to determine the flow quality of the wind
tunnel. Pitot static tube and PIV measurements are simultaneously performed to
validate reliability of the velocity determination via Pitot static tube in conjunction

with pressure transducers and to determine the uniformity of the freestream.

4.1.1 Pressure transducer validation

A Pitot static tube is placed inside the flow for the freestream velocity measurements.
Position of the Pitot static tube relative to the tunnel can be seen in Figure 4.1. Static
and total pressure output of the Pitot static tube is connected to the Setra Absolute

Pressure Transducer, placed outside the wind tunnel.

For the validation of the data obtained by the pressure transducers, two identical
transducers are used. Static and fotal pressure outputs of the Pitot static tube are
connected to 2 channels by using T adapters for each output. Then the channels are
connected to the pressure transducers. Using an in-house VI written in LabVIEW,

two-channel data is simultaneously acquired from the transducers.

The tunnel speed is adjustable by a knob on the control unit and the velocity range of

the wind tunnel, which is 3 to 30 m/s, corresponds to knob position values in the
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Figure 4.1 Positioning of the Pitot static tube

range of 0 - 7. Taking into consideration the physical condition of the wind tunnel
and the necessities of the study, test parameter is chosen to vary from 1.0 to 4.5 with
0.5 step values. Sampling frequency is set to be 100 Hz and the signals are recorded
for a 60 s period of time. Measured dynamic pressure values are converted to
velocity (m/s) via Bernoulli’s equation. Average velocity values of measurements are
given for each transducer in Table 4.1. Also, standard deviations are given for each
measurement, obtained from the set of instantaneous measurement values. As can be
seen from the table, maximum difference between the measurements performed by
two transducers is 0.12 m/s, which does not exceed 0.7% of the mean velocity
determined by the two transducers. Standard deviations are found to be a bit higher
for the knob values lower than 2.0; corresponding to 8.5 m/s, which is chosen to be

the lower limit for the experiments.

To see the stability of the freestream velocity, dynamic pressure measurements are
taken with two transducers with a sampling frequency of 10 Hz for a period of 1500
seconds. This time, knob values of 1.5, 3.0 and 4.5 are chosen for the investigation.

The average flow velocities and standard deviations are given in Table 4.2

If two aforementioned tables are compared, it can be seen that the standard deviation
remains at the same order and the average velocity values are in agreement. This
shows that the wind tunnel speed is stable for a time period of 25 minutes, which is
long enough for a set of experiments. Slight variations of velocity for the same knob
position of the controller at different runs are accounted for by measurement of

velocity before each experiment.



According to the resuits, second pressure transducer employed in the experiments as

it always gives a lower standard deviation value compared to the first one.

Table 4.1 Comparison of the results obtained by the transducers

Transducer 1 Transducer 2
Knob Pos. | Avg. Vel. (m/s) Std. Dev. Avg. Vel. (im/s) Std. Dev.
1.0 4.22 0.925 4.27 0.705
i.5 6.45 6.712 6.55 0.482
2.0 §.45 0.640 8.57 0.381
2.5 10.71 0.466 10.81 0.286
3.0 12.72 0.396 12.83 0.261
3.5 14.76 0.370 14.85 0.252
4.0 16.82 0.342 16.94 0.246
4.5 18.90 0.352 19.02 0.251
Table 4.2 Stability data of the freestream velocity
Transducer 1 Transducer 2
Knob Pos. Avg. Vel, Std. Dev. Avg. Vel. Std. Dev.
1.5 6.23 0.799 6.44 0.523
3.0 12.72 0.431 12.85 0.276
4.5 18.73 0.342 18.85 0.251

4.1.2 Flow speed measurement via PIV

As a part of determining the uniformity of the freestream velocity, PIV
measurements are performed for empty test section at a close location where the
airfoil is mounted. The laser is positioned to illuminate the field upstream of the Pitot
static tube that is connected to the pressure transducer. Figure 4.2 shows position of

the flow field captured by the camera and the relative position of the Pitot static tube.

At this stage of the study, the flow fieid (127.1mm x 128.1mm) is captured and the
images are cross-correlated with 64 by 64 pixels interrogation windows to get the
velocity fields. As a result of using 64 by 64 pixels for cross correlation, the velocity
field contains 30 by 30 vectors. The schematic for the arrangement of the vectors and

a sample velocity field are shown in Figure 4.3. According to the position of the Pitot
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static tube relative to the velocity field acquired by the PIV, the vectors in the 30”
column and 8" (shown in Figure 4.3 with vector 30x8) are expected to match with

the Pitot static tube results.

Tunnei Wall S48 em
Upper Boundary of PiV 43 cm

Pitot Tube 40 cm
Lower Boundary of PIV —— —31 cm
Airfoil (~10 cm ahead) - 25 cm

Figure 4.2 Positions of the Pitot static tube and captured flow field relative to each

other
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Figure 4.3 A sample velocity field and indexes of the vectors in the vector field

PIV measurements and Pitot static tube measurements are conducted simultaneously.
For the PIV measurements, 100 image pairs are taken and processed to get the
velocity fields. Then for each flow speed, the average velocity field is calculated.
The standard deviation is also calculated for each vector position. Average velocity
values and standard deviations of six vectors in the close neighborhooed of the Pitot
static tube are given for 8 knob positions in Table 4.3. Positions of these 6 vectors

can be seen in Figure 4.3.



Average velocities and standard deviations for the simultaneous Pitot static tube

measurements are given in Table 4.4.

Table 4.3 Velocity vectors obtained by PIV

Knob Values | i.0 1.5 2.0 2.5
Vector Col Col Col Col Col Col Col Col
29 30 29 30 29 30 29 30
Mean Row 7 4.55 | 4.54 6.32 | 6.31 8.54 8.52 10.17 | 10.14
St. Dev. 0.145 | 0.15¢6 0.238 | 0.241 0.214 | 0.211 0.353 | 0.360
Mean Row 8 4.55 | 454 6.30 | 6.29 8.53 2.52 10.14 | 10.11
St Dev. 0.146 | 0.160 0.218 | 0.225 0211 ] 0214 0.350 | 0.354
Mean Row 6 4.56 | 4.55 6.28 | 6.27 8.53 8.51 10.12 | 10.10
St Dev. w 0.133 | 0.143 0.195 | 0.206 0.214 | 0.225 0.345 | 0.348
Kuob Values 3.0 35 4.0 4.5
Vector Col Col Col Col Ceol Col Col Col
29 30 19 30 29 30 29 30
Mean Row 7 12.40 | 12.35 14.50 | 14.42 16.43 | 16.38 1843 | 18.39
St. Pey. 0.423 | 0.487 0.791 | 1.141 0.699 | 0.924 0.53!:1 0.531
Mean Row 8 1238 | 12.33 14.45 | 14.36 16.39 | 16:36 18.37 | 18.33
St. Dev, 0.472 | 0.580 0.842 | 1.213 0.568 | 0.662 0.392 | 0.646
Mean Row 6 1236 | 12.32 14.47 | 14.39 16.36 | 16.34 18.32 | 18.28
St. Dev., 0.468 | 0.578 0.700 | 0.964 0.513 ] 0.534 0.598 | 0.646

Table 4.4 Velocity values obtained by Pitot static tube measurements

Knob Values 1.0 1.5 2.0 2.5
Meun 4,30 6.20 8:50 10.20
St. Dev. 0.852 0.785 0.628 0.532
Knob Values 3.0 3.5 4.0 4.5
Mean i24{) 1470 1640 184
St Dev. 0.454 0.421 0.393 0.409

Velocity values of the vector 30x8 are highlighted in Table 4.3 for different knob
positions. Pitot static tube measurement results for the same knob positions are also
highlighted in Table 4.3 for the comparison. Corresponding values are found to be in
good agreement except for the knob position 3.5. The standard deviation of the PIV
results is very high for this knob position compared to the other cases. Later
examination of the results for this case revealed low PIV image quality, high
concentration of incorrect and interpolated vectors for this vector position in some of

the averaged vector fields.
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Pitot static tube is used in the oscillating airfoil case to precisely determine the
freestream velocity to be used in the reduced frequency calcuiation. The experiments
are conducted at the knob values of 2, 3 and 4 corresponding to freestream velocities
of 8.5 m/s, 12.4 m/s and 16.4 m/s. The selection of these velocities is based on the

preliminary experiments, which revealed different oscillation characteristics.

4.2 Structural Properties of the System

The total weight of the system which consists of the airfoil, its coating and the shaft
is 82 grams. To obtain self-induced oscillations, the airfoil system is planned to be
manufactured from materials as light as possible. Therefore, blue Styrofoam is used
as the material of the airfoil and the shaft diameter is chosen as thin as possible

without causing any loss in the rigidity of the system.

In the preliminary experiments, pitching frequencies of the airfoil are measured and
found to vary in the range of 8 Hz to 13 Hz. On the other hand, the double frame rate
of the PIV camera is 15 Hz. To reduce the oscillation frequencies, and therefore to
acquire enough vector fields to represent a cycle of airfoil oscillation, additional
masses are added to the end of the shaft. Although the oscillation frequencies are
successfully reduced to almost 6 Hz, the amplitude of oscillations is also decreased a

lot preventing to follow flow-structure interactions in motion.

Natural frequencies of the system are determined using a simple damping test in stili
air. Instantaneous impulses are given to the airfoil and the decay of the motion is
recorded in terms of the acceleration signal. This process is repeated 40 times for
each spring-airfoil system and the average values are used to calculate the natural
frequencies. The angle of attack of the airfoil is also changed to see if its initial value
before oscillation starts affects the natural frequency. In the calculations, effect of the
position of the airfoil on the natural frequency is determined to be less than 1% of the
calculated natural frequency. The formulas given in Appendix A are used for the
calculations. Decay of the motion of the airfoil for a sample case is presented in
Figure 4.4. Natural frequencies and other parameters are given for each spring-airfoil

system in Tabie 4.5.
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Table 4.5 Structural parameters of the airfoil-spring systems

Springl | Spring2 |  Spring3
Ta(s) 0.10 0.17 0.11
Wq (Hz) 62.83 36.96 57.12
8 0.430 0.723 0.300
£ 0.068 0.114 0.048
o, (Hz) 62.98 37.06 57.19

Decay of Motion

150

Acceleration {mls?)

t (5}

Figure 4.4 Decay of the impuise given to the system

4.3 Self-Induced Pitching Osciliations

4.3.1 Parameters of the study

The self-induced oscillations of a NACA 0012 airf{oil have been investigated under a

set of parameters which are summarized as follows:

- Stiffness of the system: three different springs have been used. The stiffness values
are reported in § 4.2 in terms of the natural frequency of the system as @, =37 Hz,

57 Hz and 63 Hz.

- Freestream velocity: the flow speed has been adjusted to an approximately

common minimum, maximum and an intermediate value to observe oscillations
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when the other parameters are fixed. The actual lower and upper limits for freestream
velocities to observe oscillations have also been determined and can be deduced from
Figure 4.5. As the freestream velocity is determined precisely during each
experiment, it may vary up to 10% in a category. Although there exists some
discrepancy, the minimum freestream velocity corresponds to a Reynolds number
around Re = 7.5><104, the intermediate is around Re = 1ix10* and the maximum
around Re = 14.5x10*. The change in the freestream combined with the resulting
oscillation frequency affects the reduced frequency of the case ranging from @, =
0.26 to 0.49. According to the review of McCroskey [1], all the cases investigated

are in deep stall region and beyond.

- Initial angle of attack: the airfoil is positioned to a set of angles of attack, i.e., a =
0°, 10°, 20° and 25°, before the wind tunnel is operated. Depending on the
freestream velocity and the stiffness of the system, this initial value changes a little
bit and tends to be around 0°, 7°, 9° and 11°, which will be named thereafter in this
study as Angle-0, Angle-1, Angle-2 and Angle-3. Then the airfoil is let to oscillate
and it undergoes nearly sinusoidal osciliations which can be represented simply by
aft) = oy + Oy cosaxt. The results indicate that ay is not necessarily equal to the
initial angle of attack. The experiments performed with an initial zero angle of attack
do not yield visible or detectable oscillations and therefore corresponding results are

not included in this thesis.

4.3.2 Acceleration measurements

The summary of the results is given in Table 4.6 and is plotted in Tigure 4.5. The
frequency of oscillations increases as the Reynolds number increases at each natural

frequency of the system.

Time traces of acceleration have been given in Appendix Bl, for a period of 5
seconds in Figures B1.2 to B1.4 and for a period of 1 second in Figures B1.5 to B1.7,
corresponding to approximately 8 to 15 and 40 to 75 cycles of oscillation
respectively depending on the resulting frequency of oscillations. Both sets of figures
indicate locked-in osciilations for angles of attack larger than 7°. On the other hand,

the oscillations cease for the iowest Reynolds number when the initial angle of attack
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Table 4.6 Cases of the study and corresponding values of the paramecters

Freestream Velocity
Case Code |Mean m/s| St.Dev. | Re [ fosc.Hz o,
s1a0tt 8.85 0.191 76335 X X
staitt 9.00 0.209 77629 X X
= s1a2t1 3.72 0.121 75189 10.82 0.4679
T 512311 8.30 0.430 71570 X X
2 s1a0t2 13.01 0.167 112187 X X
g‘ stait2 12.81 0.114 110487 X X
u_ s1a2t2 12.77 0.134 110148 12.67 0.3740
8 s1a3t2 12.64 0.190 109028 13.00 0.3877
o 51a0t3 17.04 0.003 147009 X X
£ s1alt3 17.08 0.160 147291 X X
5 s1a2t3 17.13 0.155 147725 14.11 0.3106
o s1a3t3 16.92 0.132 145976 14.76 0.3288
s1a3ix2_6 10.76 0.240 92812 12.08 0.4232
s{a2txi_75 8.49 0.245 73223 10.58 0.4698
Freestream Veiocity
Case Code | Mean m/s| St Dev. Re fosc. Hz @,
52a0t1 8.86 0.230 76382 X X
s2attl 8.45 0.114 72820 8.18 0.3640
s2a2t1 8.15 0.205 70218 8.73 0.4039
N s2a3t1 8.14 0.303 70168 X X
= | sza02 12.76 0.097 | 108997 X X
g sZ2ait2 12.70 0.082 109421 8.82 0.2915
© s2a2t2 13.01 0.123 112094 10.27 0.2976
5 s2a312 12.51 0.150 107768 10.89 0.3283
=~ $2a0t3 16.83 0.092 145053 X X
= s2alt3 16.79 0.084 144646 11.67 0.2621
= 522213 17.16 0.106 147869 12.07 0.2852
& 52a3t3 16.48 0.123 141981 12.98 0.2965
s2a3tx2_4 9.83 0178 84714 3.96 0.3819
s2a2ix1_8 7.00 0.114 60356 8.31 0.4473
s2a1txi_6 6.87 0.178 59175 7.8 0.4282
Freestream Velocity
Case Code | Mean m/s| St Dev. Re fosc. Hz @,
53a0t1 9.05 0.274 78111 X X
s3aitt 8.81 0.165 76063 10.08 0.4312
s3a2t1 8.63 0.101 74512 10.96 0.4788
N 53a3t1 8.70 0.130 75066 X X
T [ ssa02 12.96 0.098 | 111872 X X
N s3a1it2 12.75 0.089 116072 11.24 0.3322
0 s3a2t2 12.83 0.164 110762 12.51 0.3875
S $3a312 12.67 0.145 109383 12.64 0.3750
- 53a0t3 16.90 0.117 145834 X X
> s3a1t3 16.95 0.154 146207 12.86 0.2802
‘T s3a2(3 16.98 0.085 146568 13.73 0.3048
& 532313 16.76 0.116 144650 14.51 0.3264
53a3b2_7 1140 0136 95833 11.82 0.4013
s3a2ixi_9 7.96 0.158 66696 10.42 0.4935
s3aitx1_§ 8.21 0.204 70859 9.78 0.4491

Case Codes;

s: spring; 1 — ©,=62.88 Hz, 2 » ©,=37.08 Hz, 3 —» ©,=57.18 Hz

a: initial angle of attack; 0 — 0=0°, 1 » 027", 2 - =9, 3 - a=11°
t: freestream velocity; i{knob position:2) — Re=7.5x10%,

2(kncb positicn:3) » Re=11x1 0*, 3(knob position:4) — Re=14.5x10*

tx: knob position to adjust the freestream velocity.
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Figure 4.5 Pitching frequencies with respect to Reynolds number
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is larger than 10°. Except for the lowest Reynolds number case when the airfoil is at

an angle of attack around 9°, the acceleration signals are highly modulated.

The spectra of acceleration have been obtained for all cases and are given in Figure
B1.8. The frequency axis have also been normalized with corresponding reduced
frequencies to determine any relation for the harmonics of the acceleration signal.
Although Figure B1.9 indicates no relation in between, it is evident that most of the
cases exhibit at least three harmonics and the {irst occurs around 40 times the
reduced frequency. The first and the following peaks increase in frequency with
increasing Reynolds number. Combined observation of the spectra and time histories
reveals that for an initial angle of attack around 9°, the acceleration signal of the
lowest Reynolds number cases exhibits a much more sinusoidal like behavior with
less pronounced modulations. An integration procedure has been successfully

appliced to one of them to yield the angular velocity and angular motion of the airfoil.

433 PIV measurements and vortex formation around the airfoil

Vorticity distributions corresponding to local or absolute maximum and minimum
peaks for different modulated acceleration signals have been presented in Figures
B2.1 to B2.8. Three images of vortex formation for each selected peak have been
obtained to show the repeatability of the data and periodicity of the flow. Figure B2.1
presents the case where there is a light modulation of the acceleration signal around
its minimum value. A stall vortex is in evolution when the acceleration signal travels
from its minimum to its maximum and is shed when it reaches its maximum. A
negative counter rotating trailing edge vortex (TEV) is evident when the stall vortex

covers approximately half of the chord length.

The modulation of the acceleration signal around its minimum is more pronounced in
Figure B2.2. In this case, the correlation yields a similar scenario, the stall vortex
starts to form, covers more than half of the chord length when the acceleration
reaches a local maximum and is shed when the acceleration is at its maximum. The
negative trailing edge vortex is more pronounced compared to the previous case

when the acceleration is at its minimum.
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Figures B2.1 and B2.2 are selected from the cases obtained with the first spring with
@, = 63 Hz. When the natural frequency of the system is much lower, i.e. @, =37
Hz, a similar correlation can be made. Figure B2.3 can be compared with Iigure
B2.1; except for the natural frequency of the system, the other parameters are the
same. Although the acceleration signal is shightly different, the occurrence of the stali
vortex formation and shedding corresponds to the same acceleration trend. Perhaps
the only difference is that the stall vortex does not start to form when the acceleration
reaches its first iocal minimum after its maximum. However, the minimum value of
acceleration does not happen just after the maximum, instead it is followed by the

maximum.

Similarly Figure B2.4 can be compared with Figure B2.2. The difference in the
acceleration modulation is greater, the decrease in the natural frequency of the
system causes additional local peaks to form. The stall vortex starts to form on the
first local minimum of the acceleration and continues to grow until the minimum is
reached. The signs of shedding are evident before the minimum of the acceleration
signal. A major difference is that the maximum angle of attack is slightly lower, the
stall vortex does not cover more than 2/3 of the suction side and the counter rotating
trailing edge vortex can not be captured on the airfoil, it is detectable in the wake of

the airfoil.

When the system’s natural frequency is slightly higher than the first case in
consideration, i.e., the case presented in Figure B2.1, the results in Figure B2.5 show
that neither the acceleration nor the vortex formation patterns are affected. This
observation is made for the lowest Reynolds number. However, the acceleration
modulations become accentuated when the natural frequency of the system is
increased {rom @, = 57 Hz to @, = 63 Hz for the intermediate Reynolds number
cases. An example is given in Figure B2.6 where the acceleration signal exhibits
additional local peaks. There are two local maximums and minimums; however the
signal is different than what is observed in Figure B2.4, local peaks do not have
approximately the same values, following the maximum, local maximums are
gradually decreasing or local minimums are gradually increasing until the minimum.
Correlation of vortex formation patterns yields that the stall vortex grows starting

from the first local minimum until the absolute one is reached. Its form 1s slender



than what we observed in Figure B2.2 and its length surpasses almost the trailing

edge before it is shed.

The same cases, presented in Figure B2.5 and B2.6, are investigated with a
difference in the initial angle of attack and, representative images along with the
acceleration signals and corresponding spectra are given in Figure B2.7 and B2.8.
Although the cases are not as much locked-on as the previous ones, the occurrence of
the local peaks are different, they follow the minimum instead of the maximum. In
general the vortex formation patterns are also different than the previous cases.
Actually the formation of the stall vortex starts similarly at the first minimum after
the maximum and it is shed before the maximum is reached. However, the formation
of a negative vortex on pressure side is evident especially in Figure B2.8, the shed

vortices and separating shear layers are clearly detectable in the near wake.

Figure B3.1 to B3.3 visualize a period of oscillation in detail in terms of vorticity
patterns. Figure B3.1 reveals clearly that the stall vortex is shed when the
acceleration is increasing from its minimum value to its maximum and when it is
about zero. The start of its formation is detected when the acceleration decrcases
from its maximum and is around zero. Although the scenario is the same in general
for the cases presented in Figure B3.2 and B3.3, local peaks announce a kind of
intermediate shedding. The last positive peak before the minimum in Figure B3.2 or
in Figure B3.3 corresponds to an intermediate shedding before the major one occurs
just before the maximum acceleration is obtained. The acceleration will be zero when
the velocity is either maximum or minimum; therefore it is possible to conclude that
both the formation start and the shedding of the stall vortex occur when the airfeil
velocity is maximum or minimum. Two integration methods have been used to
obtain the position of the airfoil from the acceleration data. First one is a numerical
integration based on the trapezoidal rule. The second is based on the reproduction of
the acceleration signal with the major frequency peaks determined from its spectrum.
The second integration method needs an initial condition for velocity and position.
To exclude any none harmonic terms in the equation representing the position, the
initial velocity is determined as zero. On the other hand one of the PIV images has
been used to set the initial condition for the position. The other images confirm the
angular position obtained by the integration. Figure B3.4 represents the results of the

integration for the selected case. As can be seen on the graph, the angular position of
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the airfoil changes between approximately +27° and —4°, the mean value is 10.5°.
Although the case is titied as an Angle-2 case, the pictures taken before the airfoil is
fet to undergo osciilations indicate that the initial angle of attack is 11.2°. The case is
actually discussed first regarding the vortex formation in correlation with the
acceleration data with Figure B2.1. It is now possible to conclude that the formation
of the stall vortex starts just after the mean value on the increasing angle of attack
direction and the stall vortex is shed just after the mean value on the opposite

direction.
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5

CONCLUDING REMARKS

Self-induced pitching oscillations of a NACA 0012 airfoil are investigated using

digital particle image velocimetry in conjunction with instantaneous acceleration
y j

measurements. The vortex formation patterns are obtained for different natural

frequencies of the system, at different Reynolds numbers and with different initial

angle of attack of the airfoil. The major remarks are as follows:

Both the suction and pressure side of the airfoil have been visualized

Self-induced oscillations are obtained for almost all the cases investigated.
However, high frequency of oscillations did not allow capturing in detail a

cycle of oscillation with the current camera speed.

The terms in the equation of motion have been obtained through analytical
integration of the acceleration data. However, some conditioners have the
capability to perform such integration during the acquisition, which will solve
the problem of determining the initial conditions. Determination of velocity
and displacement via integration of the acceleration data requires at least one

PIV image to evaluate an initial condition.

The vortex formation patterns are correlated with the acceleration signal. It
has been observed that the small modulations correspond to some
intermediate shedding. Especially the shedding of the stall vortex is
correlated with the local or absolute minimum before the absolute maximum
on the acceleration signal. As the angular position of the airfoil could be
determined via integration of acceleration, it is possible to state that the
formation of the stall vortex starts just after the mean value when the angle of
attack is increasing and the stall vortex is shed just after the mean value is

attained when the angie of attack is decreasing.

5]
[



The study showed that the equation of motion can be set and compared with any
moment prediction via PIV. On the other hand, since it is crucial to obtain C,, — &
curves to determine the direction of the energy transfer for oscillating airfoils, further
study will include the analysis of the moments and their correlation with vortex
formations. For future work, in order to increase the scope of the investigation,
reducing the frequency of self-induced oscillations and integration of the acceleration

during its acquisition shouid be the first goals of the experiments.
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APPENDIX A

DETERMINATION OF NATURAL FREQUENCY

Natural frequency of a system can be obtained by the damping test. Necessary
parameters {or the calculations are found from the decay of the impulse given to the

system. Tg; period of free underdamped vibrations is the amount of time that the

system takes to execute each cycle. Then the damped natural {requency, @, , is given

by;

w, = (A1.1)

Logarithmic decrement, &, is the natural logarithm of the ratio of the amplitudes of

vibration on successive cycles and can be written as;

_ x(t)
5= i“(—_‘_m : T,f)) (A1.2)

Then the damping ratio, £ , can be expressed as;

¢ 9 (A1.3)

Nart + 87

Finally, the natural frequency is determined by;

w, =, J1-C? (A1.4)



APPENDIX B1

TIME HISTORIES AND SPECTRA OF ACCELERATION SIGNALS
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APPENDIX B2

VORTICITY FORMATION AROUND  THE AIRFOILS  AND
CORRESPONDING INSTANTANEOUS ACCELERATION OF THE
AIRFOILS
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APPENDIX B3

VORTICITY FORMATION AROUND THE AIRFOILS FOR ONE PERIOD
OF OSCILLATION AND CORRESPONDING  INSTANTANEQUS
ACCELERATION OF THE AIRFOILS
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