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SUMMARY

This study analyzes the subsidy effects on cooperative R&D and noncooperative
R&D in a duopoly with uncertain spillover rates. Cooperative R&D, where firms
invest in R&D to maximize their joint profits, is compared with noncooperative
R&D, where firms invest in R&D to maximize individual profits. R&D level,
production level, market prices, firm profits and social welfare are compared for
cooperative and competitive cases. The effects of subsidy policies on these
variables are investigated. Our model differs from previous works in two
important ways: The spillover rates are uncertain, that is, the firms do not know
how large the incoming and outgoing spillovers will be before investing in R&D.
Secondly, the government maximizes the social welfare by subsidizing the R&D
investments of firms. When the spillover rate is high, that is, the leakage of R&D
knowledge is large, then competing firms get higher subsidies than cooperating
firms. Moreover, the profit levels of competing firms are higher than cooperating
firms due to these higher subsidy rates. On the other hand cooperative and
noncooperative R&D leads to the same level of output, market prices and social
welfare, different from the previous studies’ results, since public policy is
included in the model.

Keywords: Research and development, spillovers, public policy, subsidy,
cooperation, noncooperation, uncertainty.
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OZET

Bu calisma, isbirligi altindaki AR-GE yatirimlari ve rekabet altindaki AR-GE
yatirimlarinda stbvansiyonun etkilerini inceliyor. Firmalarin toplam kérlarini
encoklayacak olan AR-GE yatirim miktarina beraber karar verdikleri durum olan
AR-GE igbirligi ile firmalarin her birinin kendi karini encoklayacak olan AR-GE
yatirim miktarina tek basina karar verdigi durum olan AR-GE rekabeti
karsilastirihyor. Firmalarin AR-GE duzeyi, ¢ikti miktari, fiyat dizeyi, firma kérlari
ve sosyal refah, isbirligi ve rekabet durumlari icin karsilastiriliyor. Devletin
stibvansiyon politikalarinin - bu degiskenler Gzerindeki etkileri inceleniyor.
Calismamizin, onceki calismalardan iki 6nemli farki bulunuyor: Oncelikle, bilgi
yayilim orani belirsizdir, diger bir deyisle firmalar iceri ve disari sizacak bilgi
oranindan AR-GE yatirimini yapmadan once haberdar degiller. ikinci olarak, devlet
firmalarin AR-GE vyatirimlarini stibvanse ederek sosyal refahi maksimize etmeyi
amacliyor. Bilgi yaythm oraninin yiksek oldugu durumda, yani R&D bilgisinin
onemli bolimu disari sizdiginda, AR-GE rekabeti yapan firmalar, AR-GE isbirligi
yapan firmalardan daha fazla siibvansiyon alir. Ayrica, AR-GE rekabeti yapan
firmalarin kér duzeyi, AR-GE isbirligi yapan firmalarin kéar dizeyinden bu
stibvansiyonun etkisiyle daha yuksek olur. Diger yandan AR-GE rekabeti ve AR-GE
ishirligi ayni diizeyde cikti miktari, fiyat duzeyi ve sosyal refaha yol acar. Modele
devletin R&D politikasi dahil edildiginden dolayi, bu sonuglar 6nceki ¢alismalarin
sonuclarindan farklidir.

Anahtar Kelimeler: Arastirma ve gelistirme, bilgi yayilim orani, devlet politikasi,
stibvansiyon, isbirligi, rekabet, belirsizlik.
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1. INTRODUCTION

Firms engage in Research and Development to develop new products, reduce the
costs or improve the quality of existing products. R&D is generally classified into
two types: a) product innovation, searching for producing new products, and b)
process innovation, searching for cost-reducing technologies for producing a certain
product. In this study, we will consider process innovation, where firms invest in

R&D to reduce their production costs.

However, R&D efforts of a firm do not reduce only its own production costs but also
its competitors’ costs. Since the discoveries cannot be kept entirely secret, there is
always a leakage of R&D information from the innovator firm to the others, this
information leakage is called spillover. Spillovers can occur in cases such as reverse
engineering, movement of R&D personnel, input suppliers, scientific meetings or
publication of scientific papers. The spillover rate indicates the proportion of the
leakage to the entire R&D knowledge. Hence it takes a value between zero and
unity. A high level of spillover rate would prevent the firm from investing in R&D.
Because if the spillover rate is high, then the knowledge produced by a firm’s R&D
project will soon become available to all of its competitors. So the R&D effort will
reduce all firms’ production costs, this will only make them stronger competitors in
the product market. Therefore the firm will not gain an advantage over its
competitors in the product market although it is the one who expended on R&D. On
the other hand, if the spillover rate is low, only the investor firm will make pretty use
of its R&D knowledge. This will be an incentive for the firm to invest in R&D.

In the case of high spillover rate, firms can coordinate their R&D investments or
form a Research Joint Venture (RJV) and share their R&D information completely

to avoid this negative externality.



Since R&D activities raise the welfare, public policy should always encourage the
firms to invest in R&D. Governments have various policy tools to encourage the
firms for R&D activities. First policy is giving a patent protection to the innovator
firm that ensures earning monopoly profits for several years. However, this is not an
effective way since it is very difficult to block spillovers in practice. Mansfield
(1985) investigates the data obtained from a random sample of 100 US firms and he
states that the information about R&D decisions of a firm generally leaks out to its
rivals within about 12 to 18 months, and information about the detailed nature and
operation of a new product or process generally leaks out within about a year.
Second policy to stimulate R&D efforts is to allow firms to cooperate in R&D
activities. In our model, firms are not forced to cooperate in R&D. They are free to
act in the way to maximize their profits. The third policy is to subsidize the
innovating firms. In our model, the government pays the innovator firm a subsidy,
which will maximize the social welfare. This subsidy is some proportion of the cost
of R&D faced by the firm. These subsidy rates depend on the firms’ R&D
cooperation decisions in the pre-production stage.

Free-ride effect is an important issue conditioning the interrelation between the
profitability of R&D cooperation and spillovers. Free-riding is the incentive of a firm
to benefit from the R&D investment of its R&D partner instead of investing itself.
Free-riding reduces profitability and threaten the stability of a cooperative R&D
agreement. Higher spillover rates, although they increase the profits of cooperating
firms, also increase the risk of free-riding. An investing firm can avoid being free-

ridden by guarding its successful R&D knowledge.

The study is organized as follows. In Section 2, previous studies on R&D
environment with spillovers are investigated. In section 3, the model is presented and
solved for the states of R&D cooperation and R&D competition. In section 4, the
outcomes for both states are compared and the results are discussed. Section 5

concludes the study.



2. LITERATURE REVIEW ON R&D COOPERATION AND SPILLOVERS

The interest in cooperative and noncooperative R&D activities with spillovers has
arisen in the last decade, after the paper of d’Aspremont and Jacquemin (1988),
henceforth AJ. The papers following AJ are usually the extensions or modifications
of their model. The examples are De Bondt and Veugelers (1991), Kamien et al.
(1992), Motta (1992), Suzumura (1992), Poyago-Theotoky (1995), Leahy and Neary
(1997), Salant and Shaffer (1998), Beath et al. (1989), Petit and Tolwinski (1999),
Hinloopen (2000), Amir et al. (2003).

AJ was the first to analyze cooperative and noncooperative R&D with spillovers.
They focused on the comparison of the level of R&D when firms carry out their
R&D efforts competitively versus cooperatively, in the presence of spillovers.
Cooperative R&D is the case when firms invest in R&D taking into account their
overall profits. Competitive (or noncooperative) R&D is the case when a firm invests
in R&D taking only its own profit into account. AJ considered a two-stage duopoly
game with homogeneous products and symmetric firms. In the first stage, firms
simultaneously decide how much to invest in R&D. In the second stage, they
compete in the product market over quantities. AJ model showed that, for large
spillovers R&D cooperation leads to higher welfare, R&D and output level than
noncooperative R&D leads to. The opposite holds for sufficiently small spillovers. It
was surprising to see that R&D investments were greater in R&D cooperation than
in noncooperation. Before this paper, it was commonly expected that R&D
cooperation agreements would lead to reduction in R&D expenditure, since the
duplication of R&D would be prevented. The important factor in this result is the
spillovers in R&D from one firm to another.

Suzumura (1992, p.1308) explains the reason of this surprising result:

The R&D incentive of a single firm hinges squarely on the extent of appropriability of the R&D
benefits, so that the presence of large R&D spillovers may drastically reduce the incentives for
cost reduction, with the result that the R&D commitment made voluntarily by a firm tends to be

socially too small. From this viewpoint, an enforceable agreement on cooperative R&D efforts



seems to facilitate more commitments. The result of the net effect of the R&D cooperation
hinges on the relative strength of these competing effects.
Suzumura (1992) also showed that AJ model results are valid not only in the
duopoly example with linear demand function and linear marginal cost, but also in a

much wider class of oligopolistic industries.

A detailed stability analysis of AJ model is presented by Henriques (1990).
Henriques assigned specific values to the parameters and discovered small unstable
regions in the spillover parameter space. In particular, it is shown that the
equilibrium is unstable for low levels of spillover. De Bondt and Veugelers (1991)
showed that R&D investments in cooperation are greater than in noncooperation

when spillovers are substantial, supporting the results of AJ.

Kamien et al. (1992), henceforth KMZ, extended the AJ model to more firms than
two and the linear cost and demand functions to general function forms. AJ model
was extended to this form also by Suzumura (1992). KMZ used a richer set of R&D
cooperation scenarios. They considered four cases: R&D competition, R&D
cartelization, RJV competition and RJV cartelization. In R&D competition, each
firm decides its own R&D level to maximize its individual profit. In R&D
cartelization, firms coordinate their R&D investments to maximize the sum of their
profits. In RJV competition, firms behave like the case R&D competition, except
that the outcomes of their R&D research are fully shared. So the duplication of R&D
efforts is avoided and the spillover rate is at its maximum. In RJV cartelization,
firms coordinate their R&D investments to maximize the sum of their profits as they
do in case of R&D cartelization, but later they share R&D information completely,
thus the spillover rate is again at its maximum. KMZ concluded that the RJV
cartelization dominates all other scenarios, since it leads to the highest profit per
firm, the lowest prices in the product market, the highest level of R&D and the
highest social welfare. This implies that it also achieves the highest total consumer
plus producer surplus among the four possible scenarios. On the other hand, RJV
competition leads to the least reduction per unit cost and the highest product prices.
KMZ described two types of externalities explaining the result of AJ and also theirs.

First type of externality is called competitive-advantage externality: A firm’s R&D



investment has a negative external effect on its own profit, via reducing the marginal
costs of competitor firms and hence making them tougher competitors. This
externality inhibits a firm’s R&D expenditure. Second is the combined-profits
externality, which can be negative or positive. A firm’s R&D investment has an
external effect on the profits of all firms. This externality is ignored when each firm
chooses its expenditure to maximize only its own profit and internalized when the
firms coordinate their R&D expenditures to maximize the sum of their profits. The
total effect of the two externalities is positive when the spillover rate is sufficiently
high. In this case, R&D cartelization reduces marginal costs more than R&D
competition, combined profits are higher and market prices are lower. Thus, both
producers and consumers benefit as a result of this type of cooperation in R&D. The
same result is obtained when comparing RJV competition to RJV cartelization, the
latter being the more socially desirable.

Salant and Shaffer (1998) extended AJ model for asymmetric strategies and showed
that the overall joint profits can be larger if the firms make unequal investments in
R&D. They showed that, for a particular region in the parameter space, the joint
profit maximizing solution in AJ model is not symmetric. Reallocating the same total
investment between the two firms can increase joint profits. Joint profit maximizing

solution for a research cartel is to choose asymmetric investments at the R&D stage.

Hauenschild (2003) introduced uncertainty of successful completion of R&D
projects into AJ and KMZ models. He analyzed how this uncertainty influences
technological performance in the sense of expected effective cost reductions. It is
assumed that the R&D projects of both firms may fail independent of each other
with some probability. Intended cost reduction only becomes effective with some
probability between zero and one while the R&D project may also fail with positive
probability. When deciding its R&D investment, each firm has to take into account

the possibility of failing and the possibility of rival’s failure.

Although the literature on R&D activities is enormous, the studies analyzing the

effects of subsidies on R&D is limited. Main studies on R&D subsidies are by



Brander and Spencer (1983), Spence (1984), Romano (1989), Leahy and Neary
(1997), Cassiman (2000), Hinloopen (2001).

Brander and Spencer (1983) showed that oligopolistic firms that invested
strategically in R&D in order to improve their position in the competitive market in

the future, would carry out more R&D than the cost-minimizing level.

Leahy and Neary (1997) introduced strategic behavior beside R&D cooperation.
They considered two types of subsidy: subsidy to R&D and subsidy to output, where
both of them are per unit subsidies. They presented three assumptions about the
move orders in the oligopoly. The first assumption, full commitment equilibrium
(FCE), has two stages. Firstly the government chooses both types of subsidies and in
the second stage firms simultaneously choose their R&D levels and outputs (or
prices). Second assumption, government-only commitment equilibrium (GCE), has
three stages. First, government chooses both subsidies, then firms choose their R&D
levels and at the last stage they choose the output/price levels. The third assumption
about the move order is sequence equilibrium (SE), which is a four-stage game. In
the first stage government chooses its R&D subsidy, then each firm chooses its R&D
level, next the government chooses its output subsidy and in the last stage, firms
choose their output/price levels. Leahy and Neary used the term “strategic behavior”
referring to the R&D investments in GCE and SE, because of affecting the
environment in which the output/price game is played. They showed that R&D
cooperation raises output, R&D level and welfare when firms do not behave
strategically. With strategic behavior, R&D cooperation raises welfare and requires a
lower subsidy only when the spillover rates are high. Strategic behavior tends to
reduce output, R&D and welfare and to lead to higher subsidies in all cases except
the firms behave noncooperatively while spillovers are low and firms’ actions are
strategic substitutes. Moreover, industry profits are always higher when firms choose
their R&D level strategically and cooperatively. When the spillover is high,

cooperation is more desirable from both private and social perspectives.

Cassiman (2000) considered lump-sum subsidies and set the spillover level of firms

as private information of the firms within the industry. In his model, the firms submit



their claims about their spillover levels, and then the government commits to its
R&D policy.

Hinloopen (2001) compared two R&D stimulating policy tools: sustaining R&D
cooperatives and providing R&D subsidies. He showed that the latter enhances more
private R&D. In his work the advantages and disadvantages of sustaining R&D
cooperatives and providing subsidies are explained. Some of the advantages of
sustaining R&D cooperatives are: it internalizes spillovers, it eliminates the free-
rider problem, and risk pooling can increase the research efforts. The disadvantages
are: An agreement to cooperate in R&D can bring collusion in production stage,
R&D cooperatives can act as a barrier to entry, efforts of an innovating firm can
lower the profits of other firms more than it increases the profits of the innovating
firm and hence widens the gap between actual R&D investments and socially
optimal levels. Providing subsidies has some superiority over sustaining R&D
cooperatives. Firstly, entry barriers for the research market are lowered. Secondly
economies of scale are more easily realized since the cost of R&D on a sufficient
scale are lower. However, there are some drawbacks of providing subsidies such as
the tax imposed to finance the R&D subsidy carries deadweight loss. Another
drawback is that the firms may deceive the authorities to obtain the R&D subsidy
and the last one is that it is not clear before the subsidy is given that if government is
subsidizing only successful research projects. Hinloopen showed that subsidizing
cooperative R&D or noncooperative R&D leads to the same level of R&D activity,
which is a conclusion similar to ours. However, Hinloopen sets a three-stage game,
where in the first stage the authorities decide whether or not to provide an R&D
subsidy, in the second stage firms determine their R&D investments either
cooperatively or noncooperatively and in the last stage firms compete. Another
difference is that the subsidies are per unit of R&D and firms are taxed in the
product market to finance the R&D subsidies. Firms consider this corporate tax rate
as given while determining their optimal level of R&D investment and optimal level
of production. Hence, firms’ R&D investment and production decisions are
influenced only by the R&D subsidy. The tax affects only the final profits.
Hinloopen also states that the general effect of the subsidy and tax scheme is a shift



from producer surplus to consumer surplus, which always leads to a gain in net total

surplus.

3. THE MODEL

Our model is an extension of AJ model, where uncertainty of spillover rates and

public policy are included. We consider a four-stage game. The timing of the game

is as follows:
t
' t, ts t
. - . .
Cooperation Subsidy decision R&D investment Quantity decision
decision by firms by the government decision by firms by firms

Figure 3.1: Timing of the game

In the first stage, firms simultaneously decide whether to cooperate or compete in
R&D investments. If they choose to cooperate, then in the third stage they will invest
in R&D the optimal amount for maximizing their joint profits. If they choose to
compete, they will invest the optimal amount for maximizing their individual profits.
In the second stage, the government chooses the optimal R&D subsidy rate that
maximizes the social welfare. In the third stage, firms decide how much to invest in
R&D. Their investment depends on their decision of cooperation they made in the
first stage. In the fourth stage, firms engage in Cournot competition in the product
market so as to maximize their expected profits. We exclude the possibility of

cooperation in the production stage, since it violates the antitrust laws.

We analyze how firms determine their research efforts, taking into consideration that
they compete in the final good’s market after the research is completed. The analysis
has the following properties: It is a duopoly, i.e. there are two firms. Firms are
symmetric. R&D efforts are directed to reducing unit costs. As in the AJ model,
there is spillover from each firm’s R&D effort into the other, but we also assume that

there is uncertainty in the spillover rates. The firms produce homogenous products.



There are no fixed costs and unit costs are constant. The market demand function
and production cost functions are linear. R&D cost function is quadratic, reflecting
the existence of diminishing returns to R&D expenditures.

Our model differs from previous works in two important ways: The spillover rate is
uncertain, that is, the firms do not know how large the incoming and outgoing
spillovers will be. Secondly, the government subsidizes the R&D investments of

firms, under this uncertainty.

In the product market, the firms are faced with an inverse demand function of
P(qi’qj):a_b(qi+qj) 1)

with a,b>0, g, +q; <a/b, where g; and q; is the output of the firm i and firm j,
respectively. Firm i's cost reduction provided by its successful R&D project is
X; > 0. On the other hand, it also reduces the production cost of firm j by an amount
of B,x;, where fg, is the incoming spillover rate of firm j. Hence, the production

cost function of firm i is

TC, (0, %, X'):(C_Xi_ﬂixj)qi iI=12,i#] (2)

(I |

with 0<c<a, X +fXx; <c, where the original unit production cost ¢, which is a

constant, is reduced by the successful R&D project that the firm itself carried out and

also the competitor firm carried out. The R&D cost is

i) =7 @)

where y >0 represents a parameter for cost of R&D whose high values mean that
R&D cost is high. Therefore the parameter » is inversely related to the cost

effectiveness in R&D. The quadratic form reflects the diminishing returns to R&D
expenditure.



In our model, the government subsidizes the innovator firms in order to maximize
the social welfare. The government chooses a subsidy rate that is a portion of R&D
cost faced by the firm. Firstly, the firms decide whether to cooperate or compete and
how much to invest in R&D in either states. Then, the government chooses the
subsidy rate in the second stage. Therefore, the subsidy rate depends on the firms’

R&D cooperation decisions on the previous stage.

The subsidy given by the government to support firm i's R&D expenditure is

(4)

S, (x) =57 )

where s is the proportion of the subsidy to the total R&D expenditure C,(x;) of the

firm and hence between zero and unity (0<s <1).

The profit functions of the firms are:

2

7 =(a-b(g; +0,))0 — (€= X — BX,)q, —(1—s)7x7i (5)

x>
7Z.j:(a_b(qi+qj))qj_(C_Xj_ﬂin)qj_(1_5)7/71 (6)
These are the general forms of profit functions valid for both R&D cooperation case

and R&D competition case.

The firms compete in the product market by choosing their optimal outputs to
maximize their expected individual profits. The Nash-Cournot equilibrium quantities

are determined by

max 7z; and max 7z;. 7
g q;

10



This maximization process leads to the following first order conditions:

or,

a—:a—c—qui—bqj+xi+ﬂixj:0 (8)
or;
a—:a—c—quj—bqi+xj+ﬂjxi:O 9)

i
Solving (8) and (9) simultaneously, we find the optimal quantities as follows:

_ (@—c)+(2-8))x + (25 -Dx,

q, (%, %) = 2 (10)
qj(Xi,Xj)=(a_C)+(2_ﬂi3)ij+(2ﬁj -1)x, (11)

We obtain the equilibrium profits by inserting (10) and (11) into equations (5) and
(6):

2

7,05 %;) =%[(a—c>+(2—ﬂj>xi +@8,-9x,F -5y (12)
1 , X2
700 %) =g l@ -0+ @ B)x; + @28, -Dx - @-9)7 (13)

However, the profit functions depend on spillover rates. Since the spillover rates are
uncertain in our model, we will refer to expected profits instead of definite profits.

Spillover rate parameter is between zero and unity (0< g <1). The spillover rate

does not fall below 0 since a successful cost reducing R&D project of a firm does
not cause any detrimental change in its competitor’s original production technology.
The spillover rate also does not exceed 1 since a firm is unable to benefit from a

successful cost reducing R&D project more than its original innovator.

We consider a duopoly where both firms’ R&D spillover rates are uncertain. R&D
spillover rates can either be low (") or high (3" ). The firms decide their R&D

investments and production quantities taking into account the expected spillover

11



rates of their own and the rival’s. The government carries out the optimal R&D
policy under this spillover rates uncertainty. The probability of high spillover rate is
A and low spillover rate is 1— A for both firms.

Hence, the expected spillover rate of firm i is

E(B)=28" +(1-2)p" (14)
where 0< gt < g <1,i=12.

There are four possible scenarios regarding the expected spillover rates. In the first
one, both firms have a high spillover rate, g, = g, = £, with the probability of 4>
In the second scenario, firm i has a high spillover rate and firm j has a low spillover
rate, 4, = ", = ", with the probability of A(1-4). In the third scenario, firm i
has a low spillover rate and firm j has a high spillover rate, f, =ﬂL,ﬂj = A", with

the probability of A(1— ). In the last scenario, both firms have low spillover rates,

B, = B; = B- with the probability of (1-21)°.

Considering four possible scenarios regarding the expected spillover rates, we can
compute the following expected profits:

E(7,(%,.%,,9)) =f{$[(a—c)+(2—ﬂ“)xi +(2p" —ij]z}

+,1(1—,1){ [a-c)+(@- Y% + (28" —1)xj]2}

(15)

© ©
c‘|'_‘ c‘|'_‘

+,1(1—,1){ [a-c)+@-p)x +(@B" -Dx, ]2}

2

a-0+ @ +@2p" —1)x,-]2}—(1—s)7%

|~

+(1—/1)2{9

(ox
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E(ﬂj(xi,xj,s))=/12{%[(a—c)+(2—ﬂH)xj (28" —1)xi]2}
A= 2 [a-0)+@- Y)x +@p" —Dx ]
9b !
(16)
+z(1—z){%[(a—c)+(2-5“)xj + (28" -1)x, ]2}
1 o X?
ra- {0 @-p st o a9
The equations (1) to (16) are valid for both cases of R&D cooperation and R&D
competition. However, the profit maximization process of firms will alter with

respect to their decision in R&D cooperation.

3.1. R&D Competition (Case N)

In case of competition in R&D investments, each firm decides its own R&D
expenditure to maximize its expected individual profit. To determine the subgame

perfect Nash equilibrium we maximize the expected profits:

max E(z;) and max E(r;) 17)

and obtain the following best response functions® of firms i and j:

) 22+ (-1 - AU A)C—a+ x; L+ 28 (A -1) - 28" 1))
) b ey s 2 4 (4 (D28 (4=

i=ji=12 (18)

Simultaneously solving the above conditions for x; and x;, we obtain the

equilibrium values® of cooperative R&D levels of firm i and firm j as follows:

! See Appendix B for the second order conditions
2 See Appendix B for the stability conditions.
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N s) 2a-c)2+ B (-1~ f"2)
T 4-2p - B+ by -5) - 22(1+ BT -3B)(B" - B+ 4B - BV F

i=12 (19)
Inserting (19) into equations (15) and (16), we obtain the following expected profits:

E(r) (5)) = ((a- )2 (8107 (s~ )%y ? +18b(s 1)y (8" ~2)* + 2(8" ~2)(B" - )4~ (" - B)7 7)
—4(B" — B (A-DAB(AY - ) + (B - BB + 98" ~ 204+ 48" - B) 1))
Ob(4+ 24" (L- A1)~ 9by(L—5) + 24(L+ A" ~3BY)(B" - B*)—4(B" - B1)} )’

i=12 (20)

The government subsidizes the cost of the R&D project so as to maximize the social
welfare, which is the sum of producer surplus and consumer surplus from which the

government transfers are subtracted.

Producer surplus is the sum of expected profits:
PS = E(z (s)) + E(;z}“ () (21)

Consumer surplus is the measure for the consumers’ gain from trade, which can be

computed by the triangular are in figure 3.1.

P(Q)

Figure 3.2: Consumer Surplus

P is the market price and Q is the total output where “*” indicates the equilibrium
levels. The area beneath the demand curve and above the market price defines

14



*2
consumer surplus as CS = bQ?_ . However, in our model we can speak only of

expected quantities since the quantities depend on spillover rates that are uncertain:

(S . E@)f (22)

where E(qi),E(qj) are the expected optimal quantities obtained from equations (10)
and (11) by substituting expected spillover rates described in equation (14) and also

inserting x;,x; given in equation (19):

(i) - (a=c)(@(s -y - 24" - f*)* (2-17)
304 +24" (L— ) +9b(s Dy + 20+ f* ~387)(B" - B1)2-4(8" - 5*)P22)

i=12 (23)

cs 2(a—0)*(9b(s—Dy ~2(4" = f*)*(2-D2)’ 24)
94 +24" (L= p1) + (s —Dy + 20+ A7 ~34)(B" — f)2—4(B" ) )’

Thus, the social welfare can be computed as

WM (x,%;,8) = E(z (s) + E(x)' (5)) + b[E (qi) + E(aj) _Sy{[XiN )] +[4's)] }

2 2
iji=12 (25)

W™ (s) = (4(a—c)*(BIb* (s —1)%y* —2(B" - B ) (A-DA)B(B" - 2)°

+2(p" - BEYB" +44" —1004+3(B" - B5)? 2 +9by(~(B" -2)* (26)

+2(8" - pY)2-28" + S +25(B" - YA - (=3+4s)(B" - pY)2AP))/
(Ob(4+24" (A~ ") +9b(s =)y +2(L+ B" =3B )B" — fIA-HB" - ") 7))
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Government determines the optimal subsidy rate that will be given to firms i and j by

solving the maximization problem:

max W " (s) (27)
as
o 2B BV A-DIBH T AT+ oS A-D -2 L1y (28)

18by(-1+ (A1 -1) - " 1))

Inserting (28) into (19), we obtain the noncooperative equilibrium R&D levels of

firma as follows:

o Ma- )i+ B+ AB" - 1)) i—12 (29)
T 448" @+ ) + 90y +2-4-55" + BB~ f)A+B(FT - B F

Inserting (28) into (20), we obtain the noncooperative expected equilibrium profit of

firms:

i =((a-0)*(81b°y* +36by(-2- B" +(B") - (U+58" -7 )B" - p*)2

+6(8" = ) )+ AL - ) (A-DA-6(L+ 1) 6+ 4T) i=12 (30)
—(42+254" —138")(B" - f)A+19(B" - pT) )/
(Ob(4+45"(2+ B") =9by +2(-4=54" + fE)-B" + f)A-6(8" - p*)* 2°)*)

Inserting (28) into (26), we obtain the equilibrium level of social welfare for the

R&D competition:

W = 4(a-0) @by +10(8" - )’ (A1) (31)
9(—4—-45" 2+ B*)+ 9y —2(-4-58" + BY-B" + B2 +6(8" - B)F)
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3.2. R&D Cooperation (Case C)

In case of cooperation in R&D investments, firms coordinate their R&D
expenditures to maximize the expected overall industry profits, not their individual
profits. Although firms take R&D decisions jointly, they do not share the results of
their R&D efforts; there is no cooperation in R&D knowledge. So the marginal cost
of production is decreased only by the firm’s own R&D effort and by the spillover

from competitor’s R&D effort, in the same way it occurs in R&D competition.
To determine the subgame perfect Nash equilibrium, firms maximize their total

profits:

max E(z +7x;) and max E(z, +7;) (32)

and obtain the following best response functions®:
2(c+4x; +a(-1+ A (A-1) - " ) - (B (A-1)- B A)(c+2x, (-5-28" (A-1)+ 28" 1)) o

10+9b(s-1)y -2 B~ (-8+58")Y(A-1)+28" (-8+58") 4
i#j,i=12 (33)

XiC(Xj,S):

Simultaneously solving for x.,x., we obtain the equilibrium cooperative R&D

ir Mo
levels® as follows:
2(a—c)(—l+ﬂL(/1—l)—,BH/1)

T 24282+ BY)-9by(L-9)+ 222+ 58" ~38°)(B" - p1)-8(" - p*) A
i-12 (34)

X; ()

Inserting (34) into equations (15) and (16), we obtain the expected profits:

E(iZ'-C(S))Z (a—c)2(9b(s—1);/—10(ﬂH _ﬂL)Z(ﬂ_l)ﬂ
' 9(2+28"(2+ ") -9by(L-5)+222+54" =38 )(B" - B*)-8(B" - p*)* ')

i=12 (35)

¥ See Appendix B for the second order conditions.
* See Appendix B for the stability conditions.
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As in the noncooperative case, the government subsidizes the cost of the R&D

project so as to maximize the social welfare:

W (X, X:,5) = E(z° (5) + E(z5 () + b[E (ai) + E(ai)[ _57/{ [X.C (5)]2 + [ch(s)]z}
ir s i j 5 >

i=ji=12 (36)

WE(s) = (2(a—c)*(-18sy(1+ 8- +(B" — p*)A)? Jr%(‘B(S—l)J/—lO(ﬂH - A5 (A-14)°
+%((9(s—1)y—10(,8H — B (A-DA)2+4B8" +2(8")2 —%by(l-5s) (37)
+2(2+58" =3B )(B" - pH)A-8(B" - B )2 AP

(9Q2+28" @2+ B ) +9(s—Dy+2(2+58" =3p")(p" - B)A-8(B" - p")*2*)?)

Government decides the optimal subsidy rate for cooperative R&D by maximizing
the social welfare function given in (37):

max WE(s) (38)

s _ by +10(8" - B*)*(A-D)2

i=12 39
' 18by ! (39)

Inserting (39) into (34), we obtain the level of R&D that cooperating firms decide to
invest after the government decides the optimal subsidy rate:

o€ = 4@-c)(-1+ B (A-1)- 8" A)
L A+4B5 2+ f5) =90y +2(-4=54" + f)-B" + f)A-6(B" - p)F

i=12 (40)

Inserting (39) into (35), we obtain the expected profit of cooperating firms:

e (a-c)*(9by +10(8" - B*)* (A -1)2)

T Ob(ca—88" — 48" + 9y + 2-4—54" + B)B" — BI)A+6(B" — B1) )
=12 (41)
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Inserting (39) into (37), we obtain the social welfare, which is maximized by the

government, in case of R&D cooperation:

we 4(a-0)* @by +10(" ~ B’ (A=) 42)
U(-4 45" (2+ 1)+ 907+ 2(-4=5" + ) (B — f)2+6(f" - B1)A)

4. COMPARISON OF CASES

The effect of R&D cooperation on the social welfare, profits, prices, output

quantities and subsidies will be analyzed by comparing the two cases.

Proposition 1: Cooperating or competing in R&D investment stage yields the same

levels of R&D provided that the government subsidizes firms’ R&D costs.

Comparing the equations (29) and (40), we conclude that
x" = x° i=12 (43)

We know from AJ’s result that, for large spillovers, the level of R&D increases
when firms cooperate in R&D. It is interesting to observe that with subsidized R&D,
without depending on the spillover rate, we obtain the same R&D level for both of

the cooperative and noncooperative cases.

Proposition 2: Cooperating or competing in R&D investment stage yields the same

levels of social welfare provided that the government subsidizes firms’ R&D costs.

The welfare functions defined in the equations (31) and (42) are equal to each other:

W =w¢ i=12 (44)
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Government adjusts subsidies so that it will maximize the social welfare, where the

optimal levels of social welfare are the same in both cases.

Proposition 3: Cooperating or competing in R&D investment stage does not lead to
different levels of output and price provided that the government subsidizes firms’
R&D costs.

The amount of outputs g, q° are symmetric and they are functions of R&D levels

X', xi', 7, x{ as defined in equations (10) and (11). The equality of R&D levels in

iljl|l

two cases (x" = x°), leads to the equality of outputs:
g =0; =12 (45)

Since the market prices are functions of output quantities
PY =a-b(q" +aj'), P® =a-b(q’ +qf)
and the quantities in two cases are equal to each other, the market prices in both

cases will also be equal:

PN =p° i=12 (46)

An analytical comparison of subsidies and firm profits is mostly inconclusive
because of the large number of parameters of the model. So we restrict ourselves to a
numerical and graphical analysis. For these comparisons, the following numerical

values are assigned to the parameters: a—c=1, b=2, » =1. Now the subsidies and

profits are functions of only 4", 4" and 1. These parameter values are chosen to

satisfy the first and second order conditions and the stability conditions of R&D
levels and profit levels’. Although we assign numerical values to these three

parameters, all relevant results are qualitatively robust against variations in these

> See Appendix C for second order and stability conditions satisfied by the numerical values.
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parameters. Different values of the parameter a—c do not lead to any change in

results since it is only a scaling factor.

Assigning the values b=2, y =1 to the parameters in equations (28) and (39), we
obtain the firm-symmetric optimal subsidy rates:

v (BY =B (A-DAB+TE(A-D)-TB" ) - 21( A=) + " A) (47)

S 18(1+ B (- 1) + B" A)

s° =%(9+5(/3“ _ BY2(1-1)4) (48)

Assigning the values a—c=1, b=2, y =1 to the parameters in equations (30) and

(41), we obtain the firm profits:

al' = (324+72(=2= B + () ~(U+58" — 1" )NB" - B)A+6(8" - p*)°4)

4
+4(B" - Y)Y (A-DA(-6(L+ BY)(6+ 1) - (42+ 258" —138%)(B" - p)A+19(B" _/;L)uz))/( 9
(18(-14+8" + 45" +2(-4-58" + f)-4" + f)A-6(8" - B*)° 1))

c 9+5(ﬁH _ﬁL)z(/l_l)/l (50)

T8 28N @1 BN+ (455" + fNBT - BOAA(BT — f)A)

Now the subsidies and profits are dependent only on the parameters A", 4", 1. Due

to the numerical analysis above we reach the following propositions:

Proposition 4: For sufficiently large values of expected spillover rates
(E(p)=1/2), the optimal subsidy rate chosen by the government in noncooperative

case is greater than the rate chosen in cooperative case.

The subsidies in both cases of cooperation and competition in R&D, that is, s" and

s¢ will be compared via analyzing the difference s® —s" graphically. When the
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difference is positive it indicates that s >s" , which means the optimal subsidy rate

chosen in case of R&D cooperation is greater than the subsidy rate in R&D

noncooperation. The opposite holds for a negative difference. We will repeat this

i.e. probability of high spillover rate. Afterwards,

analysis for different values of A

we will attain some general implications regarding the subsidy rates under different

spillover rates.

Proposition 4 can be verified by analyzing the figures 3.3-3.5 and A.1-A.3. Figures

3.3-3.5 are the three

graphics of s® —s" across g" and g" for three

dimensional

different values of 4. Notice that assigning a value to the probability of high

spillover rate (1), also means assigning a value to the probability of low spillover

rate (1-A1).

Figure 3.3: s—-s"as a function of p™ and - when A = 0.3

Figure 3.4: s©—s" as a function of B" and B~ when A =0.5
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Figure 3.5: s°—s" as a function of B" and B~ when A = 0.8

It is observed that s© —s" is negative for some values of g" and g* and positive
for some other values. Now we will analyze these values to see how g", 5" affect
s® —s". The analysis is carried out by drawing two-dimensional graphics of
s® —s" across p"-. Three-dimensional graphics are reduced to two-dimensional

graphics by assigning consecutive g" values between 0 and 1. The procedure is
repeated for other values of A4 to find a general implication about the relation
between spillover rates and subsidy policies. Two-dimensional graphics of s —s"
across A" is shown in figures A.1-A.3 in Appendix A. 4" values which makes
s —s" positive/negative are detected for each 4 and then expected spillover rates

are computed via equation (14). The results are shown in Tables 3.1-3.3.
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Table 3.1: The relation between expected spillover rate and subsidy rate when A =0.3

E(B) Subsidy rate

gH gL = AgH+(1-A)BL | comparison
<05 All BL° <0.493 sC>sN
=06 <045 <0.495 SC > sN
=06 >0.45 >0.495 SsC< SN
=07 <0.39 <0.483 SC > gN
=0.7 >0.39 >0.483 sC< SN
=08 <0.32 <0.464 SC > sN
=0.8 >0.32 > 0.464 SsC< SN
=09 <0.24 <0.438 SC > gN
=09 >0.24 >0.438 sC< SN
=10 <0.13 <0.391 SC > gN
=10 >0.13 >0.391 SC < SN

Table 3.2: The relation between expected spillover rate and subsidy rate when A =0.5

E(B) Subsidy rate

gH gL = ABH+(1-A)BL | comparison
<05 All L <0.495 SC > SN
=0.6 <0.38 <0.490 SC > sN
=06 >0.38 >0.490 sC< SN
=07 <0.22 <0.460 SC > sN
=07 >0.22 > 0.460 sC< SN
>0.8 All L > 0.400 SC < SN

Table 3.3: The relation between expected spillover rate and subsidy rate when A =0.8

E(B) Subsidy rate

gH gL = ABH+(1-A)BL | comparison
<05 All L <0.498 SC > SN
>05 All Bt >0.480 SC< SN

For all A, the optimal subsidy rate chosen in case of cooperative R&D is less than
the optimal subsidy rate chosen in case of noncooperative R&D, as long as the
expected spillover rate is sufficiently large, that is E(£)>0.5. The opposite holds

when the expected spillover rate is sufficiently small, such that E(4) < 0.39.

® Notice that 0< BL < BH <1. Hence, the statement “all BL” refers to BL in the interval [0, BH]
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Proposition 5: For sufficiently large values of expected spillover rates
(E(p)=1/2), the profit levels of noncooperative firms are greater than the profit

levels of cooperative firms.

The expected profit levels in both cases of cooperation and competition in R&D, that
is 7" and 7, will be compared via analyzing the difference z¢ —z" graphically,
in exactly the same way as subsidy rate is compared. When the difference is positive,
i.e. z¢>z", the profits of firms behaving cooperatively in R&D is greater than the

profits of noncooperative firms. The opposite holds for a negative difference. Again
the analysis will be repeated for different values of A to draw general implications
regarding the profits under different spillover rates.

Proposition 5 can be verified by analyzing the figures 3.6-3.8 and A.4-A.6. The

three-dimensional graphics of z® —z" across g" and A" is shown in figures 3.6-

3.8, where each graphic is drawn for a different value of 1.

Figure 3.6: n°— 1" as a function of " and B-when A = 0.3
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Figure 3.8: n°-n" as a function of p™ and B-when A = 0.8

To explore the regions where 7 —z" becomes negative, three-dimensional

graphics are reduced to two-dimensional graphics by assigning 4" values between
0 and 1. When the procedure is repeated for other values of A, figures A.4-A.6 are
obtained. A" values which makes z¢ —z" positive/negative in these figures are

detected for each A4 and then the corresponding expected spillover rates are
computed via equation (14) to find a general implication about the relation between
spillover rates and profits. The results are shown in Tables 3.4-3.6.
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Table 3.4: The relation between expected spillover rate and profit level when A =0.3

EP) Profit
gH gL = ABH+(1-A)BL | comparison
<05 All Bt <0.493 mc >N
=06 <045 <0.495 mc>nN
=06 > 0.45 >0.495 mc< N
=07 <0.39 <0.483 TC > N
=0.7 >0.39 >0.483 nmc< N
=08 <0.32 <0.464 TC > N
=0.8 >0.32 > 0.464 nc< N
=09 <0.24 <0.438 TC > N
=09 >0.24 >0.438 nc< N
=10 <0.13 <0.391 TC > TN
=10 >0.13 >0.391 nc< N

Table 3.5: The relation between expected spillover rate and profit level when A = 0.5

E(B) Profit
gH gL = ABH+(1-A)BL | comparison
<05 All Bt <0.495 mc >N
=06 <0.38 <0.490 TC > 7N
=06 >0.38 > 0.490 mMC < TN
=07 <0.22 <0.460 mc > 7N
=07 >0.22 > 0.460 TMC < TN
>0.8 All Bt > 0.400 nc< N

Table 3.6: The relation between expected spillover rate and profit level when A =0.8

EB) Profit
gH BL = ABH+(1-A)BL | comparison
<05 All Bt <0.498 mc >N
>05 All Bt >0.480 mc< N

For sufficiently large values of expected spillover rates, that is E(f)>0.5, the
profits in noncooperative R&D is higher than the profits in cooperative R&D. The
opposite holds when the expected spillover rate is sufficiently small, such
that E() <0.39. These results hold forall 4.

This result can be explained by analyzing the components of profit function. Profit
level is the total revenue where production cost and R&D cost is subtracted from and

subsidy is added on. Since the prices and output quantities are equal for two cases,
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total revenue is also the same. Since the R&D levels are equal, R&D costs are also
equal. Then only subsidy is left as the reason of different profit levels. Hence, for
large spillovers, the higher subsidy rates in noncooperative R&D lead to also higher
profits. The opposite holds for small spillovers. As a result, the firms will tend to
compete in R&D when the spillover rate is sufficiently large, and to cooperate when
it is small, which is the result of the first stage of the game.

5. CONCLUSIONS

The cooperative and competitive R&D with uncertain spillover rates are analyzed in
a duopoly where R&D costs are subsidized by the government. The effects of
subsidy policies on production level, market prices, social welfare and firm profits
are investigated. Although the model is based on AJ model, our results are different
from theirs, because of the public policy extension of the model.

One of the common results on R&D literature is the fact that when the spillovers are
sufficiently large, cooperative R&D leads to higher R&D level than the
noncooperative R&D does. But we get rather different results since public policy is
introduced to our model. In our model, subsidy policies of government lead to equal
levels of welfare and R&D investment in both cases of cooperative and competitive
R&D. The spillover rate does not affect welfare or R&D level, as it does in AJ or
KMZ models, since in our model there is an optimal level of R&D that maximizes
social welfare and government adjusts the subsidy rate such that firms choose this
R&D level in both cases for any rate of spillover. As a result of the subsidy policy,
R&D levels in both cases are optimal and equal to each other.

Since the government chooses the subsidy rate which will lead to the same
maximized welfare in both cases, it chooses a higher subsidy in noncooperative case
as long as the spillover rate is sufficiently high. This result is compatible with AJ’s
result: “for large spillovers the level of R&D increases when firms cooperate in
R&D”. This difference of R&D levels in two cases mentioned in AJ model is

compensated by subsidies in our model. Therefore the R&D levels in both cases are
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equal and optimal subsidy rate increases when firms compete in R&D with large

spillovers.

Another common result on R&D literature is that when the spillovers are sufficiently
large, cooperative R&D leads to higher profit levels than noncooperative R&D does,
as proved in KMZ. However, this is the state where there is no subsidy. When we
introduce subsidy policy into the model, the profits increase when firms compete in
case of large spillovers and decrease when spillovers are low. Analyzing the
components of the profit level, we concluded that different subsidy rates is the
reason of different profit levels in two cases. Hence when spillover is large, the
subsidy rate chosen for competing firms is higher than the subsidy rate chosen for
cooperating firms that, this subsidy difference provides the competing firms more
profit than cooperating firms. The opposite holds for small spillovers. As a result, the
firms will tend to compete when the expected spillover rate is high and to cooperate

when it is low.

29



REFERENCES

Amir, R., Evstigneev, I. and Wooders, J., 2003. Noncooperative R&D and optimal
R&D cartels, Games and Economic Behavior, 42, 183-207.

Beath, J., Katsoulacos, Y. and Ulph D., 1989. Strategic R&D policy, Economic
Journal, 99 (395), 74-83.

Brander, J.A. and Spencer, B.J., 1983. International R&D rivalry and industrial
strategy, Review of Economic Studies, 50 (4), 707-722.

Cassiman, B., 2000. Research joint ventures and optimal R&D policy with
asymmetric  information, International Journal of Industrial
Organization, 18, 283-314.

D’Aspremont, C. and Jacquemin, A., 1988. Cooperative and noncooperative R&D
in duopoly with spillovers, American Economic Review, 78, 1133-1137.

D’Aspremont, C. and Jacquemin, A., 1990. Cooperative and noncooperative R&D
in duopoly with spillovers: erratum, American Economic Review, 80,
641-642.

De Bondt, R. and Veugelers, R., 1991. Strategic investment with spillovers,
European Journal of Political Economy, 7, 345-366.

Hauenschild, N., 2003. On the role of input and output spillovers when R&D
projects are risky, International Journal of Industrial Organization, 21,
1065-1089.

Henriques, 1., 1990. Cooperative and noncooperative R&D in duopoly with
spillovers: comment, American Economic Review, 80, 638-640.

Hinloopen, J., 1997b. Subsidizing cooperative and noncooperative R&D in duopoly
with spillovers, Journal of Economics, 66 (2), 151-175.

Hinloopen, J., 2001. Subsidizing R&D cooperatives, De Economist, 149 (3), 313-
345.

Kamien I. M., Muller, E. and Zang, 1., 1992. Research joint ventures and R&D
cartels, American Economic Review, 82(5), 1293-1306.

30



Kamien I. M. and Zang, 1., 2000. Meet me halfway: Research joint ventures and
absorptive capacity, International Journal of Industrial Organization, 18,
995-1012.

Leahy D. and Neary J. P., 1997. Public Policy towards R&D in oligopolistic
industries, American Economic Review, 87(4), 642-661.

Mansfield, E., 1985. How rapidly does new industrial technology leak out?, Journal
of Industrial Economics, 34, 217-223.

Motta, M., 1992. Cooperative R&D and vertical product differentiation,
International Journal of Industrial Economics, 10, 643-661.

Petit, M. and Tolwinski, B., 1999. R&D cooperation or competition? European
Economic Review, 43 (1), 185-208.

Poyago-Theotoky, J., 1995. Equilibrium and optimal size of a research joint venture
in an oligopoly with spillovers, Journal of Industrial Economics, 43 (2),
209-226.

Romano, R.E., 1989. Aspects of R&D subsidization, Quarterly Journal of
Economics, 104 (4), 863-873.

Salant, W.S. and Shaffer, G., 1998. Optimal asymmetric strategies in research joint
ventures, International Journal of Industrial Organization, 16, 195-208.

Spence, M., 1984. Cost reduction, competition and industry performance,
Econometrica, 52(1), 101-121.

Suzumura, K., 1992. Cooperative and noncooperative R&D in an oligopoly with
spillovers, American Economic Review, 82, 1307-1320.

31



APPENDIX A
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Figure A.1: s° - s" as a function of B- for different values of ™ when A =0.3

32

G



0.1 =5"

0.15 a. 0.Z5 o,z
0.1%

0.1&

0._4=53"

L

0.6 =52

-0.0&5

-0.0%

o.os

0_0z5

-0.0&5

-0.05

-0.075

-0.1

-0.1&5

-0_15

-0_06
-0.0&

-0.1
-0_1z

-0.14

0.9 ="

nt

-0.1g

-0.14

-0.16

-0.1s

nt

Figure A.2: s°—s" as a function of B- for different values of ™ when A = 0.5

33



== _= 0.1=" = o= 0.6 =5
o.zasf
o.zsf
o.275f
0.0 0.04  0.0B
o.265f
== - = 0.z =5" =<
029
0.z -0.08
-0.09
027
" " .BL
. 0.5 0.7
-o.11f
IBI-
o_n0s 0.1 015 0.z
=5 -5 0.& ="
-o.12f
-0.1af
-o.1s5f
'GL
0.z 0.2 0.5 w\.s
L= L]
E 0.a 5" === n.9=p"
-0.175
0.1z
-0. 18
0.11 -0.1&5
g C01e
0.1 o. 0.z 0.4 | .
o.09 g
0.z 0.a 0.5 &
0.08 -0.Z05
-0zl
(=4 L
=t s 0.8 5" === 1. =5
a.0s -0 zz
0.04 -0.z25
0.0z
-0.z32
0.0z
-0.z25
0.0l
&t fid
0.1 0.z 0.z 0.4 0.5 0.z 0-2 0.5 0.8 1

Figure A.3: s —s" as a function of B- for different values of ™ when A = 0.8

34



Ll 0.1=4°
0.02046
0.0z044

o.0z0az

0_0z028

0.0Z02E

0_0z0z4

n=_nf 0.z =p8

0.020%

0.0z0g

0.0135

0.019¢5

0.0194

0019z

.15

o.01%9

0.018

0.01%

0.018

0.01&

0.012

0_01z

0.015

0_005

=

0.6 ="

-0.01

-o.oz

0.7 =52

-0.02

-0.0&

-0.0z%

-0.05

-0.ovs

-0.1

-0.1:25

-0.15

Figure A.4: °— " as a function of B- for different values of B" when A =0.3

35



]
A= 0. 1=p® nen 0.6 =5"
0.0E026
0.0l
0.02042
0.008
0.0E04Z
&* 0.1 0.8 0.2 0! 0.5 0.E
0,02  0.04 0.06™_0.08 0.1 _5 gos
0.02028
-0.01
0.0E02E
-0.01%
0.02024
-n.0z
nE_n® b2 ot =
0.0202
0.1
GY-0.01
0.05 1 0.1 0.z
-0.02
0.0195
-0.02
0.0196 —0.04
0.0194 -0.0%
-0.08
0.0192
] ]
ntm 0.3 =50 nen 0.5 =52
0.0195 - 0.4 0.6 0.5
-0.025
0.01%
-0.08
0.015E
-0.078
0.018
-0.1
0.0175
-0.1z25
L
.05 0.1 0,15 0.2 0_25\0\_3 -0.1s5
0.01&5
Lo o 0_a=p® nE_nf 0.9 ="
0.018
0.01E
0.014
0.1 0.z 0.2
me_nB 0.5 =5" n=_mf 1. ="
0.0LE
0.01ZE
0.0l
0.0075
0.008
0.0025
0.1 0.z 0.2 0.4

nt

Figure A.5: 1°— " as a function of B- for different values of B" when A = 0.5

36



0.020328

0_0Z026

0_0z0z4

0.013%7

0.019g

0.019%

0.0194

0.2 =5

mE_n®
0.018
0.01775
0.0175

0.017ES

0.2 =50

0_01675

0.0185

me_n®

0.012

o.01z

o.01z

-]

= _n®

0.008&

0.00&

o.00%

o.ooz

nt

-0.005

-0.o0l

-0.01s5

-o.oz

0.7 ="

-o.oz2

-0.04

-0.05

-0.0&

-0.1z

-0.14

-0.16

0.9 ="

Figure A.6: t°— " as a function of B- for different values of B" when A =0.8

37



APPENDIX B

B.1. Second Order Conditions

O%E(7, (%, X;)) 0 0°E(7;(X;,X;))
ox? ox?

1 J

<0 i=#j,i=12 forcases NandC.

E(7(x,%;)) and E(z;(x;,x;)) is obtained by inserting (28) into (15) and (16) for
case N, and inserting (39) into (15) and (16) for case C.

Case N:

aZE(”i(Xi’XJ’)) 1 H L L H L H L
T:ﬁ(gzww —84"(4— p")+18by — 4(23+548" 98" )(B" - p1)A

+28(B" — f5)2 A% + (6(-10(S" +1)(A+ B) -9%bp) /A+ 8" + p-(1- 1) <0
(51)

c’;’ZE(;zj(xi,xj))_i

ox? ~ 36b
+28(4" — BY)2 A% + (6(-10(8" + DA+ B =0y I(L+ 18" + B-(1- 1)) <0

(92+608" -84 (4— ") +18by —4(23+58" —94")(B" - )1
(52)
Case C:

62E(”i(xivxj)) _ 1

- _%(SZ—SﬂLM—ﬂL)—18b7—4(8+3ﬂH —7BY) (B - pH)A+20(8" - p1)2 2 <0
| (53)

azE(ﬂ'j(Xivxj» 1

== (32-8p(4— ") —18by — 4B+ 38" —TA)BY — BY)A+20(BY - p1)2 A2 <0
Ox? 36b

(54)
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B.2. Stability Conditions

% (x;)
OX;

]

ox; (X;)
OX.

<1

<1 i#ji=12 (55)

X;(X;) and x;(x;) is obtained by inserting (28) into (18) for case N and (39) into
(33) for case C.

ox04)]_| 40+28"(A-D)- 28" -1+ f(A-D - 8" A) |1
o, | |(-8-4B8"1-p")+%by-2(2+54" ~98°)(B" - fH)A+14(B" — p1)? 22|

(56)

2%, ()] _| 401+ 28"(A-1) - 28" A)(-1+ - (A1-1)- p" 1) P
| x| |(-8-48"(L- ") +9by —2(2+58" 9B )(B" — pH)A+14(B" - 1) 22|

(57)
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APPENDIX C

(Mathematica Outputs)

Second Order Conditions are sati=fied for numerical values assigned to the parameters :

eprol =

1 2 2 2
TN ((2C-a+cex2axi(-2+@)-2x2 @) +9b (-1+s)xl’y) -1+ 207+

(2(-a+c+x2-2x2 B+ x1(-2+ A} +9b (-1+2) x1" ¥) (1-2A) A+
(2¢-a+c+x2+x1(-2+@0) -2x2 @) +9b {-1+5) x1° %) (1-A} A+
(2¢-a+cexz+xl(-2.@0) -2x2@0°+9b {-1+5) x1° ¥) 2°);

epro? =

1 2 2 2
TN ((2C-a+cexlax2 -2+ @)-2x1A) +9b (-1+8)x2¥) -1+ 20"+

(2(-a+c+xl-2x1B+x2(-2+ M)} +9b (-1+5) x2" ¥) (1-2A) A+
(2¢-a+c+xl+x2(-2+@0) -2x1A)°+9b {-1+5) x2° %) (1-2A} A+
(2¢-a+coxlex2(-2.@0) - 2x1@0°+9b {-1+5) x2° ¥) 2°);

S0 =

2OA-AY -1+ A8+ TA -1+ ) - TR} + 2Thy (A (-1+2) - @A)
18bhy -1+ (-1+A) - @AY ’

9hy+10 (BI-A) (-1+2} X
18hy ’

seproln = FullSimplify[eprol /. = - sn]
1

36 b
[4az+4cs+46xls—lﬁxlx2+4x22+SDxls,ﬁH—lExlz,BL+4D:-cl:-:2,6L—lzez,BL+4xls,GL2—llexzﬁLs +

16xz  BLi - Ga(c+xZ+xl (-2 + ALY -2x2 L) + 9bxliy+ 8 a (xl - 2x2) (-fH+ ALY A -2 (BH- 81D
(1% (23 + 58H-98L) —8x2" (1 +SH+8L) + 4x1x2 (~5+ 45001 A+ 21 (Txl-5x2) (BH-sL1° A%+
33%1f (=10 (1 +8H) (1+8L) -9by)

o -2xl+H2+x1 8L - Z2x2 AL+ (1 -2x2) (BH-BLY A0 + L AL+ pHL_ AL

geprodn = FullSimplify[epro? /. = - =n]

1
T da’+Aci+Bonl+4Axli_16cxz-16x1xz+ 46 %2  + 30x2° pH-

16exlBL-16%1% BL+ Gox2 L + A0x1x2 /L - 16 %25 5L + L6 x1% gL - 16wl xz 5L% +
AnzipLli o gBao+xl+xZ (-2 +5L) —2x1pL) +9bx2iy+Ba (Zxl —x2) (SH-BL) A+

2 (EH- ALY (o (—Bx1l+4x%2) +6xL (1l +fH+ L) - dxlx2 (-5 +48L) +x2° (—25- SAH+98L1) A
3x2% (=10 (1 +8H) (1 +5L) - 9b )

2 (Bxl-Tx2) x2 (BH-BLY A
(8 HE)XZ (FH-BL)A 1+5L+BHA-BLA

geprolc = FullSimplify[eprol /. 5 = 5c]

1
e faal vact+lewl 16 nln2+ 4%z - 16 %1 AL + 0%l x2 8L - 16 %28 8L + 4x1P 5LY - 16wl w2 8L +

6%zt gLt - Ga(c+xZ+xl (-2+8L) -2x25L) —9bxlivyv+8a (x1-2x2) (-FH+5L) A -
2 (FH-SL) (k1% (B+ 38H-7HL) —8x2% (1 +8H+ 801 + %1 X2 (~5+46L)) 1+
2%l (5x1-BxE) (BH-BLI A% +8c (2%l +%2 +x1 BL - 22 5L + (¥l - 2x2) (SH-5L1 1))
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sepro?c = FullSimplify[epro? f. 5 - sc]
1 i 8 i i
ﬁ (da"+dc” +8cxl+4x]1"-16cxz2 -1loxlx2 + 16%2" -
16cxlfL-16x1 L+ BoxZ 8L + 40xlx2 8L - 1o =2 AL + Lo w1 gL - 16l =2 gLt +
Axzi Bl —Ga (c+xl+x2 (-2+8L) -2x18L) - 9bx2ty+8a(2xl -x2) (8H-GL) L+
2 (FBH- ALY (0 (-8xl+4x2) + Bx1% (-1 + BH+ 5L) - 4x1xZ (-5 + 4800 +x2% (-8 -3 §H+ 7HL)) A-
2 (Bxl-5x2) x2 (GH- L1t Y

% sy seproln

1 £
—— (92 +00AH-328L +88L + 18 by -
36 b [ i f . ¥

4(23+58H-98L) (BH-pALY L+28 (8H- gLyt A%+ 6 (10 (1+AH) (1+5L) -390 ]

l+8L+8HA-BLA
Oz, SEPTO 2N

92 + 60 5H- 32 8L + 8 8L  + 16 by +

36 h

4 (FH-PL) (-23 -5 FH+96L) A+ 28 (gH- gLyt at, S (10 AD (1P -9k ) ]

1+fGL+SHA-BLA

FullSimplify[d aseproin <0, {b=-2, y:==1,a-€==1, 0z =1, 0=z fl « fii=1}]
True

FullSimplify[d: o5epro2n <0, {b=z2,y:==1,a-€C=:1, 0=2=1, 0=z fl < fili = 1}]
True

0,1 ,aseprolc

32-328L+88LY - 18by-4 (5+38H-750) (8H- L) A+ 20 (8H- L) ¢ af
36b

0,z SEPro2c

32-328L+8 8L - 18by+ 4 (BH-8L) (-5 - 38H+ 7501 A +20 (fH-8L1E A8
36h

FullSimplify [, .aseprolec <0, {b=-2, y:--1,a-c==1, 0= =1, 0=z fl < fiHz1}]
True
FullSimplify[0: ,csepro2c <0, {b=-2, y==1,a-c==1, 0=A=z21, 0z flL < fz1}]

True

Stability Conditions are satisfied for numerical values assigned to the parameters :

2(2+A(-1+2) - (-a+c+x2 (1-2A -2+ 2/ A))
B+0h(-1+8) y+BA(-1+A) -2fA2(-1+A)-BHA+2BRA

egxin =

2(2+A(-1+2) -y (-a+c+x1(1-2@ -2+ 2/ A))

ex2n = H
E+0bh (-1+8)y+ B {-1+)-2AF{-1+A)-EHA+28F2

eqxlc = (2{C+4x2+a (-1+fL (-1 +A) - fHA) - (AL (-1+2A) - HA) (C+2x2 (-5-2 A (-1+A) +2 M)}/
(10+9b {-1+8) ¥ - 2L (-8 +5 ALY (-1+2A) +2 BH (-8 + 5 AH) A):

eqx2c = (2{Cc+dxl+a(-1+f (-1+A) - fHA) - (AL (-1+2) - HA) (C+ 2xL (-9 -2 (-1+A) +2 LA}/
(10+9b{-1+8) y- 2R (-8 +5AL) (-1+A) +2@H (-8 + 5 @) A);

41



gegxlin = FullSimplify[egxin /. 5 — =n]

A(-1+f8L (~1+2) —BHA) (ca+c+x2(l+28L (-1+2) —28HA))
5-48L+48Li+9by -2 (2+58H- 93L) (SH - ALY A+ 14 (5H - L) ¢ AF

segx2n = FullSimplify[egqx?n f. 5 — sn]

4(-1+fL (1 4+ —BHA) (—a+c+xl (L+28L (-1+2) - 28HLI)
8 _4GL+ 480 +9by - 2 (2+58H- 9 ALY (SH - AL1 A+ 14 (GH - SLYE AL

gsegxlc = FullSimplify[egxlc /. 5 — =c]

(d(c+dxZ+a (-l+pBL(-1+A) -FHA) - (BL (-1 +A) -FHA) (c+2x2 (-5-25L (-1+4) +2,6H.lj))jf
(20-9by-Af8L (845801 (1+A) + 480 (-B+58H) A+ 10 (SH- ALY (1 +4) A3

segqx?2c = FullSimlify[eqx2c /. 5 - sc]

(d(c+dxl+a(-l+fBL(-L+A) -FHA - (BL (-1 +A) -FHA) (c+2x1 (-5-25L (-1+4) +2,6H.1)))Jf
(20-9by-48L (-8 + 556L) (-l+A) +408H (-8 +55H) A+ 10 (,BH—I-SLj}2 (=l+A) A

O segqxin

4(l+2AL (-l+A) -2BHAY (-1+8L (-L+2) -FHA
8 _4GL+ 480 +9by - 2 (2+58H- 9 ALY (SH - AL1 A+ 14 (GH - SLYE AL

0,1 seqx2n
471 +2H8L (-1+A) -28HA) (-1+ 8L (-1+A4) -5HA)
-5 -4BL+ 45l + by -2 (2+55H- 280 (SH-AL) A+ 14 (GH- gLy Af

FullSimplify[8 seqx?n /. {h =2, ¥ 13]

Z(l+2fL (-1 +A) -2GHA) (-1+pL (-1 +2) - GHA
5 _zZAL+2pLE - (2+58H-98L) (BH_BL) A+ 7 (BH - BLYEAL

FullSimplify[fbs[d seqedin] <1, {b==2, ¥y==1, 0= =1, 0 = <« fH =1}]
True
FullSimplify[Abs[d, sequ?n] <1, fh==2, y==1,0=2=a=1, 0 = f. « fH =1}]

True

e o, ®¥ - 0 conditions are satisfied for mmerical values assigned to the parameters :

4fa-c) (-1+f {-1+2A) - @A)

n=- :
* “4-GAL -4+ 9y -2 (-4 -5+ ALY (- + AL) A +6 (fH- ALY A2

FullSimplify[xin-= 0, {b:=0,a-c=0, ¥ -0, 5:=0, 0=A =<1, 0= & - @ =1}]
by 6 (EH-BL A - QL +8L0% +2 (—4- 58H+8L) (—8H + 5L) A
FullSimplify[xin-0, fa-c==1, b==2, y==1, 0=zA=1, 0= AL - fH =1}]

True
4fa-cy{-1+A{-1+A)-MA) .
S4-BAL-AfF 9y -2 {-d-SAH+AL) (- ALY A6 (BH-AI A2

¥ic = -

FullSimplify[xlc -0, {b-0,a-c-0, ¥ =0, =5=0,0=3=1, 0=z fi. - fH=1}]
Shy+6 (BH-BLIEAY - 4L+ + 2 (-4- 58H+ A1) (-8H+ 8L) &
FullSimplify[x1lc -0, fa-c==1, b==2, y==1, 0=zA4=1, 0= «fH=1}]

True
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w0 B % = 0 conditions are satisfied for nmerical values assiyned to the parameters :

prolin =
(ta-c)? (81b* ¥ +36by (-2 -+ A7 - (1+ 5@ -TAL) (BH-AL) A+ 6 (- A7) +
4(BI- ALY (-1+A) A (-6 (L4 L) (6+ AL) - (42+ 25 - 13 AL) (BH-AL) A+ 19 (B - &Y' X)) /
(b (4+8M+2 A% -9by+2({-4-5@M+A) (—ﬂ{+ﬂ.)l—6(ﬂ{—ﬂ.)212:|2]:

FullSimplify[proln-0, {h-0,a>c->0, ¥y -0, 5:=0, 0z =1, 0=z filL - fH=1}]

(4+58L+4p5L —Ohy+2 (-4-58H+5L) (-fH+8L) -6 (fH-psL)f k!
(Blbiy' 4 36by (-2 -BL+ AL - (L4 58H-TAL) (SH-BL) L+ 6 (BH-gLYY 25«
4 (FH-BLY (1 +2) 1 (=6 (1+ L) (6+5L) - (42+ 25 fH - 13 5L) (FH-FL) 1+ 19 (BH- 3L %)) =0

FullSimplify[proln:- 0, fa-c==1, b==2, ¥y==1, 0z A=z1, 0=z - fH=1}]
True

proic= ({a-c)® (9by+ 10 (- @) {-1+2) 2]}/
(Ob(4-8A 47 +9by-2{-4-5AHf) {-Al+ M)A +6 (M- A) 2%));

FullSimplify[prolc -0, {h-0,a-c->0, y-0,5:=0, 0z =1, 0=z filL - fH=1}]
(9by+ 10 (BH-BLI% (-1 + 20 A) (-4-BAL-4pL + 9bhy-2(-4-58H+5L) (-fH+ 8L A+6 (FH-gL1 %1 -0
FullSimplify[prolc -0, {a-c==1, b==2, y==1, 0za=z1, 0= . - fH =1}]

True
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