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CFD ANALYSIS OF HELICOPTER ROTOR-FUSELAGE FLOW
INTERACTION IN HOVERING AND FORWARD FLIGHT CONDITIONS

SUMMARY

Academic studies carried out by industry and university collaboration constitute the
basis for all of these projects aiming to locate helicopters to a higher level. The
development of an effective methodology to predict the flow structure around the
helicopter is one of the most significant research topics. CFD is an important discipline
that may provide improvements to the helicopter performance analysis. Aerodynamic
forces on the helicopter rotor blades and fuselage can be determined by accurate
modeling of flow field with the implementation of advanced CFD techniques, which
contribute significantly to the design of helicopters to meet the mission requirements.
A helicopter rotor wake is dominated by highly unsteady and three-dimensional vortex
structures. Particularly in forward flight, a challenging flow phenomenon occurs and
thus, the blades are exposed to asymmetric aerodynamic loads. The motion of the
blades varies arbitrarily within the azimuthal direction due to these cyclically varying
air-loads. Flow characteristics can be transonic or locally supersonic which could be
resulted with a shock wave formation around the advancing blade side. On the other
hand, the angle of attack of the blade on the retreating side can become quite large to
meet the stability requirements. However, excessive increase in the angle of attack can
cause dynamic stall. In such situation, the total thrust and lift provided by the rotor are
lost. Rotor wake remains near the vehicle almost all of its flight conditions. Helicopter
thrust can be modified by the proximity of the wake since it alters the inflow
distribution in the region surrounding the rotor blades. Therefore, accurate prediction
of the strength and the position of the blade tip vortex is of crucial importance in order
to determine the performance characteristics of the helicopter, realistically. Moreover,
undesirable unsteady impulsive loads may occur due to the impingement of the main
rotor wake on the fuselage. This situation brings vibrational problems, which
negatively affect the crew and passenger flight experience. Another substantial point,
especially at high rotational speeds of the rotor, is the existence of high dynamic
pressure at blade tips, which may result in strong tip vortices. The performance, the
vibration problems and the operating characteristics are in a strong relationship with
the wake structures generated by helicopter rotor blades. The wake itself is also
responsible for the noise generated. In some flight conditions, the tip vortex of the
preceding blade may interact with the subsequent blade, where this interaction
occurring between the rotor blades and the tip vortices is known as the blade-vortex
interaction (BVI). Revealing the physical mechanism of the interactions (solid-fluid,
fluid-fluid) that are highly responsible for both the noise and vibration is one of the
most fundamental research topics in the field of helicopter aerodynamics, which is
needed in order to overcome BVI problems. The rotorcraft industry demands an
improved blade design in order to enhance performance, such as increasing the
forward flight speed and reducing noise and vibration. The parameters such as sweep,
taper and airfoil section, which mainly identify the aerodynamic and aeroacoustics
characteristics of the blade, are being examined intensively to improve blade design.
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Moreover, the interactions of rotor with fuselage and other rotorcraft components shall
be taken into account for more realistic description of the flow field. The more accurate
practical performance predictions shall be able to be achieved by the development of
a robust and cost effective methodology.

Unsteady compressible flow analyses are carried out to investigate the challenging
helicopter rotor—fuselage interaction problem in hover and forward flight conditions.
First, the isolated fuselage and the isolated rotor configurations are analyzed to
examine the individual effects of each component on the flow field. Then, the rotor-
fuselage interaction problem is considered. The isolated fuselage analyses are based
on the steady RANS computations. URANS simulations are carried out for the cases
with rotor blades. The Realizable k-¢ turbulence model is found to perform best for
the predictions. The time-dependent rotor analyses are simulated at three different
advance ratios. The blade dynamic motions excited by the air loads, which vary
periodically in the azimuth direction and also differ based on the advance ratio, have
been prescribed by a UDF code embedded into the solver, since these motions cannot
be directly represented with the existing commercial code capabilities. Azimuthal
variations of the flap and pitch motions of the blades are prescribed a priori as a first
order Fourier series through User Defined Function feature of the code. The
computational domain was modeled by unstructured hybrid mesh elements.
Commonly seen dynamic mesh problems are alleviated by appropriately formed
dynamic grids using the spring based smoothing and cell re-meshing methods. The
accuracy of the present numerical predictions has been demonstrated by the
comparison of obtained results with the experiments and other numerical results
available in the open literature. The present single grid methodology has given similar
successful results with much lower number of grid elements, thus resulting in much
shorter computing times, using modest computational power.

In Chapter 1, the purpose of the thesis is stated, and the literature review is given. All
the main areas related to the helicopter interactional aerodynamics have been
examined in the literature review section. The investigation performed is mainly
focused on the numerical simulation techniques used for rotor analysis in literature.

Chapter 2 provides insights for the challenging flow field around helicopters and a
summary of information associated with the methods of rotor aerodynamic analysis
that have been used from past to present. This section also provides information on the
advantages and disadvantages of the used analysis methods, as well as their usage,
applicability and historical development.

In Chapter 3, the mathematical formulation of the Navier-Stokes equations are given.

In Chapter 4, a brief information is given for the frequently used fluid flow analysis
methods. Numerical models developed specifically for the analysis of rotor flow field
are introduced. Moreover, their capabilities: advantages and disadvantages are
discussed. Furthermore, some details of the present numerical simulations are given.

In Chapter 5, a brief description of the turbulence is given. Turbulence modeling is a
necessity, especially for high Reynolds number flows. Indeed, in most cases of real
engineering applications, the fluid flow is turbulent. Simulations of turbulent flows
can be performed using turbulence models. However, the results to be obtained may
have some discrepancy due to the chosen turbulence models of varying complexity.
Therefore, turbulence and its reasons should be well understood in order to reach
accurate solutions efficiently. Some examined eddy viscosity models in the context of
this study are given with their formulations.
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Chapter 6 includes several simulation cases that are carried out in order to examine
rotor fuselage flow interaction phenomena. In Section 6.1, isolated fuselage analyses
have been performed for the well-known ROBIN fuselage geometry. The pressure
coefficients of predefined measurement locations are obtained for the various angle of
attack conditions to validate the present CFD simulation by comparison with both
experimental and numerical results. The steady RANS analyses are carried out for the
isolated fuselage configuration. At the beginning, the mesh dependency work is
pursued to obtain a mesh independent result. For this purpose, the drag force generated
due to the presence of the fuselage is chosen as a variable to be investigated. The
viscous and pressure components of the drag force are predicted whether to determine
the most dominant one. Then, the mesh generation is performed with an increased
resolution at the necessary regions. Furthermore, the effect of the spatial discretization
schemes on the results is investigated. The second order upwind and the third order
MUSCL schemes are compared. In addition, the results of the cell-based and node-
based solvers on the tetrahedral volume elements are studied. Moreover, the turbulence
nature of the flow is simulated by using a variety of turbulence models that are
available in the solver. A comprehensive numerical study has been conducted in order
to find the best available numerical approach that achieves the most consistent results
with both previously performed experimental measurements and numerical studies.
After determining the ideal configuration of the numerical approach for the examined
problem, the drag and the lift predictions have been obtained at various angle of attack
conditions. In Section 6.2, two types of numerical approaches have been used to
simulate the flow fields around rotor blades. In sub-section 6.2.1, the isolated rotor
analyses are carried out using moving reference frame approach by considering the
effects of different grid resolutions and turbulence models. The grid structure consists
of all hexahedral elements for hover performance prediction of UH60-Black Hawk
rotor. The predicted tip vortex position is well correlated with experimental
measurement. The presented numerical methodology can be said reliable enough to
simulate a helicopter rotor analysis in hover condition. However, it is noteworthy to
mention that the MRF approach is not very convenient for forward flight condition,
especially when the unsteady flow field data is needed. Therefore, in sub-section 6.2.2,
a more accurate numerical approach, the so-called "dynamic mesh technique", is
introduced to evaluate the unsteady flow characteristics of forward flight condition. In
this section, the four-bladed IRTS rotor is analyzed. All of the details needed to
simulate a rotating blade motion are given with mathematical formulations. A non-
overset dynamic mesh motion method that applies volume mesh deformation and cell
re-meshing within a priori organized block mesh structure has been used to
accommodate the prescribed rigid blade motion. The application of the technique is
presented and the obtained results are discussed in detail. It is observed that the
deviation in pitch and flap angles becomes larger as the advance ratio increases. The
obtained results emphasize arise in the level of asymmetry with respect to longitudinal
axis by the increased advance ratio. In Section 6.3, the interference effects between
rotor and fuselage are analyzed. Computations are carried out for the previously
defined three advance ratios. The effect of rotor wake on the fuselage is studied by
analyzing of recorded transient pressure data at measurement points. It is observed that
the effect of rotor wake on the fuselage is gradually reduced by the increase in advance
ratio since the wake bends downstream and flows above the body at higher forward
flight speeds.

Chapter 7 includes concluding remarks and provides some possible directions for
future research.
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ASKI VE ILERI UCUS SARTLARINDAKI HELIKOPTER ROTOR-GOVDE
AKIS ETKILESIMININ HAD ANALIZI

OZET

Helikopterlerin gelistirilerek daha {ist seviyelere ulastirilmasini hedefleyen projelerin
temelinde sanayi ve {iniversite isbirligi ile yiiriitilen akademik caligmalar yer
almaktadir. Helikopter etrafindaki akis yapisini dogru tahmin etmek i¢in etkili bir
yontem gelistirilmesi baglica 6nemli arastirma konularindandir. HAD, helikopter
performansinin gelistirilmesi agisindan 6nemli bir disiplindir. Helikopter rotor palalari
ve govde {lizerindeki aerodinamik kuvvetler, akis alaninin dogru bir bigimde
modellenmesini miimkiin kilacak ileri seviye HAD teknikleri ile tespit edilebilir ve
boylece gorev isterlerini karsilayan helikopter tasarimina Onemli Olglide katki
saglanmis olur. iz bolgesi yapis1 zamana baglidir ve 3-boyutluluk etkileri oldukca
belirgin olup kararsiz bir davranis sergiler. Ozellikle ileri ugus esnasinda, rotor diski
etrafindaki asimetrik akis nedeniyle zorlu bir akis problemi meydana gelmektedir.
Palaya etki eden hava ytikleri, palanin salt doniis hareketinden baskaca bir takim keyfi
hareketlere sebebiyet vermektedir. Ilerleyen taraftaki pala ucu civarinda akis yapisi
gecisli veya bolgesel sesiistii olabilir, bu durumda sok dalgalar1 olusabilir. Ote yandan,
geri ¢ekilen pala tarafinda denge gereksinimi nedeniyle hiicum agisinda asir1 bir artis
gerceklesebilir. Zamana bagli ve oldukga kararsiz akis yapisi nedeniyle olusan bu
durum dinamik tutunma kayb1 olarak adlandirilmaktadir. Boyle bir durumda rotorun
sagladigi toplam itki ve tasimada kayip meydana gelmektedir. Performans, titresim
problemleri ve ugus kalitesi, helikopter palalarinin olusturdugu iz yapisi ile dogrudan
iliskilidir. Rotor izi, neredeyse tim ugus durumlarinda tasitin yakin civarinda
kalmaktadir. Rotor girdaplarmin yakinhigi rotor diizleminde c¢ekis dagilimini
etkileyerek helikopter itkisinin degismesine neden olabilir. Bu bakimdan, pala ug
girdaplarinin  siddet ve konumlarmin dogru tahmini helikopter performans
niteliklerinin belirlenmesinde olduk¢a Onemlidir. Ayrica, ana rotor girdaplarinin
govdeye ¢arpmasindan dolayi kararsiz yapida ve tahrik edici nitelikte yiikler olusabilir.
Bu durum, miirettebat ve yolcu ugus deneyimini olumsuz bir sekilde etkileyen titresim
sorunlarini beraberinde getirmektedir. Bir diger nemli husus, 6zellikle rotorun ytliksek
devir hizlarinda pala uglarinda olusan yiiksek dinamik basingtir ki bu durum oldukca
siddetli u¢ girdaplarina neden olabilmektedir. Bu ug girdaplari rotor devri esnasinda
palalara yakin kalabilmektedir. Hatta bazi durumlarda pala ucundan ayrilan girdabin
diger palayla etkilesimi s6z konusudur. Pala-girdap etkilesimi olarak adlandirilan bu
olgu rotor performansini etkiledigi gibi helikopter rotor giiriiltiisiiniin de en temel
kaynagidir. Giiriiltii ve titresim problemlerinin esas nedeni olan duvar-akigkan,
akiskan-akiskan gibi etkilesimlerin fiziksel mekanizmasini ortaya ¢ikarmak tizere
yapilacak arastirmalar, mevcut problemlerinin agilmasinda etkili olacaktir. Helikopter
sanayisi, giiriiltii ve titresim seviyelerinin iyilestirilmesi vasitasiyla daha yiiksek
performansl tasarimlara ulagsmay1 hedeflemektedir. Bu bakimdan gelistirilmis pala
tasarimlarina ihtiyag duymaktadir. Pala tasarimini iyilestirmek i¢in palanin
aerodinamik ve aeroakustik karakterini belirleyen ok agis1, kanat sivrilik oran1 ve kesit
profili gibi baslica parametreler iizerinde yogun olarak calisilmaktadir. Ayrica, akis
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alaninin daha gerceke¢i tasviri igin rotor-gévde ve diger helikopter bilesenleri
arasindaki etkilesimler de dikkate alinmalidir. Oldukg¢a zorlu bir problem olan
etkilesimsel helikopter aerodinamiginin daha dogru hesaplanmasini saglamaya
yonelik caligmalar hizla devam etmektedir. Daha dogru ve pratik performans
tahminlerinin elde edilmesi, ancak gii¢lii ve etkili bir analiz metodolojisinin
gelistirilmesi ile miimkiin olacaktir.

Aski ve ileri ugus durumunda zorlu rotor-govde akis etkilesim problemini incelemek
icin zamana bagli sikistirilabilir akis analizleri gergeklestirilmistir. Sistemi olugturan
herbir bilesenin akis yapisi iizerindeki etkilerini irdelemek i¢in izole gdvde ve izole
rotor konfiglirasyonlar1 ele almmistir. Daha sonra, bilesenlerin birbirlerine olan
etkilerini incelemek amaciyla sistemin tamami analize tabi tutulmustur. Izole govde
analizleri RANS tabanli daimi hesaplamalara dayanmaktadir. Rotor palalarini iceren
durumlar i¢in ise URANS c¢oziimleri gerg¢eklestirilmistir. Akisin tiirbiilansli dogasini
modellemek i¢in daha giivenilir sonug irettigi analizler ile tespit edilmis olan
Realizable k-¢ tiirbiilans modeli kullanilmigtir. Zamana bagli rotor analizleri ti¢ farkli
ilerleme orani i¢in gerceklestirilmistir. Hava yiikleri nedeniyle palada gézlemlenen
dinamik hareketler azimut agisi ile periyodik bir sekilde degisim gosterirken, ayni
zamanda ilerleme oranina bagl olarak da degisim gostermektedir. Palanin tanimli
hareketleri, mevcut kod yetenekleri ile temsil edilememektedir. Fakat, bu dinamik
hareketler ticari HAD yazilimi igerisine kullanici tarafindan yazilan bir kod vasitasiyla
simiilasyon modeline dahil edilebilmektedir. Bilhassa ileri ucgus sartlarinda daha
belirgin olan ¢irpma ve yunuslama hareketlerini modellemek i¢in birinci mertebe
Fourier serilerinden yararlanilarak bir UDF kodu yazilmistir. Hesaplama hacmi
diizensiz yapida olup karma elemanlardan olusmaktadir. Dinamik ¢6ziim agi
yaklagimlarinda siklikla goriilen problemler ¢6ziim ag1 deformasyonu ve ¢6ziim agi
olusturma yontemlerinin kullanildigr dinamik aglar ile asilmistir. Mevcut sayisal
calismanin dogrulugu deneyler ve diger sayisal calismalarin sonuclari ile
karsilastirilarak ortaya konmustur. Benzer basarili sonuglar, daha az sayida ¢oziim agi
kullanilarak elde edilmistir. Bu nedenle, mevcut yontem hesaplama siiresinde azalma
saglamakta ve makul hesaplama kaynagi kullanimint miimkiin kilmaktadir.

Boliim 1'de, tezin amaci ifade edilmis ve kaynak c¢alismalara yer verilmistir.
Helikopter etkilesimsel aerodinamigi ile ilgili tiim ana arastirma alanlart kaynak
taramasi boliimiinde incelenmis olup genellikle pala analizleri ig¢in kullanilan sayisal
benzetim tekniklerine odaklaniimistir.

Boliim 2, helikopterler etrafindaki zorlu akis yapisinin ¢oziimiine yonelik gelistirilmis
olan aerodinamik analiz yontemleri ile ilgili 6zet bilgiler saglamaktadir. Ayrica,
mevcut analiz yontemlerinin avantaj ve dezavantajlarinin yani sira kullanim alanlari,
uygulanabilirlikleri ve tarihsel gelisimlerine yonelik bilgilere de yer verilmistir.

Boliim 3'te, Navier-Stokes denklemlerinin matematiksel formiilasyonu verilmistir.

Boliim 4’te, akis analizlerinde siklikla kullanilan sayisal yontemler hakkinda 6zet
bilgiler verilmistir. Ozellikle rotor akis yapisinin analizine yonelik gelistirilmis sayisal
teknikler tanitilmistir. Tekniklerin yetenekleri, avantaj ve dezavantajlari tartigilmstir.
Calisma kapsamindaki sayisal benzetimler ile ilgili baz1 detaylar da yer almaktadir.

Bolim S'te, tiirbiilans ile ilgili ozet bir agiklama bulunmaktadir. Tiirbiilans
modellemesi, Ozellikle yiiksek Reynolds sayili akislar i¢in bir zorunluluktur.
Gergekten de, ¢ogu miihendislik uygulamas: tiirbiilansli akis yapisina sahiptir.
Tirbiilans ihtiva eden akislarda alan degiskenlerinin hesaplanmasi tiirbiilans modelleri
kullanilarak yapilabilir. Ancak, secilen tiirbiilans modelinin karmagiklik derecesine
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bagli olarak elde edilecek sonuglarda bazi farklar gozlemlenebilir. Bu nedenle, dogru
¢Oziimlere etkili bir bicimde ulasilabilmesi i¢in tiirbiilans ve ardindaki nedenler
oldukca iyi anlasilmalidir. Bu calisma kapsaminda incelen baz tiirbiilans modelleri
formiilasyonlari ile birlikte verilmistir.

Boliim 6, rotor-gévde akis etkilesim problemini incelemek amaciyla yiiriitiilmiis farkl
benzetim durumlarin1 kapsamaktadir. Kisim 6.1°de literatiirde siklikla test edilmis
ROBIN govde geometrisi kullanilarak izole govde analizleri gerceklestirilmistir.
Govde tlizerinde tanimlanmig 6lgiim Kesitlerinde gesitli hiicum agilari igin elde edilen
basing katsayilari, mevcut HAD analizlerini dogrulamak amaciyla deneysel ve diger
sayisal sonuglarla kiyaslanmustir. Izole gévde konfigiirasyonu icin daimi RANS
analizleri gerceklestirilmistir. Baslangigta, sonuclarin sayisal ¢6ziim agma olan
bagimlilig1 giderilmistir. Bunu saglamak icin, gévdeye etki eden siiriikleme kuvveti
incelenecek parametre olarak belirlenmistir. Siiriikleme kuvvetinin viskoz ve basing
bilesenleri ayriklagtirilip hangi bilesenin daha baskin oldugu saptanmistir. Buna
miiteakiben, sayisal ¢ozliim ag1 ¢oziiniirligli gerekli bolgelerde arttirilmistir. Ayrica,
ikinci ve {iglincli mertebe mekansal ayriklastirma semalarinin sonuglar iizerindeki
etkisi aragtirilmigtir. Dilizglin dort yiizlii hacim elemanlar1 6zelinde, hiicre ve diigiim
merkezli ¢oziliciilerin davranisi tespit edilmistir. Akisin tiirbiilanslt yapist ¢oziicliniin
sagladigi farkli tiirbiilans modelleri ile analiz edilmistir. Deneysel ve diger sayisal
sonuclar ile tam uyum saglayacak miimkiin olan en iyi sayisal yaklagiminin
belirlenmesine yonelik kapsamli bir calisma yiiriitiilmiistiir. Coziim yOnteminin
belirlenmesinin ardindan govdenin farkli hiicum agis1 sartlarindaki siiriikleme ve
tagima kuvveti hesab1 yapilmistir. Kisim 6.2°de, rotor palalar1 etrafindaki akis alanini
hesaplamak igin iki farkli sayisal yaklasim kullanilmistir. Alt-kisim 6.2.1°de, farkli
sayisal ¢oziim ag1 ¢oziliniirliikleri ve tiirblilans modellerinin etkileri dikkate alinmis
olup, hareketli referans gergeve yaklasimiyla izole rotor analizleri gergeklestirilmistir.
Aski durumundaki UH60-Kara Sahin rotorunun performans tahminlerinde kullanilan
¢Oziim ag1 yapisi timiiyle diizgiin alt1 yiizlii elemanlardan olugmaktadir. Pala ucu
girdabinin konum hesabi deneysel dlgiimler ile yiiksek uyum goéstermistir. Sunulan
sayisal metodolojinin aski durumundaki bir helikopter rotoru etrafindaki akis alanini
yeterince giivenilir bir bigimde tahmin ettigi sdylenebilir. Ancak, ileri ugus durumu
icin bilhassa zamana bagli akis alani verilerine ihtiya¢ duyuldugunda, hareketli
referans cerceve yaklagiminin pek uygun olmayacagini belirtmekte fayda vardir. Bu
nedenle alt-kissm 6.2.2°de, ileri ugus durumunun Kararsiz akis 6zelliklerini
degerlendirebilmek i¢in “dinamik ¢6ziim ag1 teknigi” olarak adlandirilan daha dogru
bir sayisal ¢oziim teknigi tanmitilmistir. Bu teknik, dort paladan olusan IRTS rotoruna
uygulanmistir. Dinamik pala hareketini modellemek igin gerekli tiim detaylar
matematiksel formiilasyonlar1 ile verilmistir. Coziim Oncesi belirlenmis bir blok
¢Ozlim ag1 yapisi igerisinde, ¢6zlim ag1 deformasyonu ve yeniden ¢dziim ag1 olusturma
ilkesine dayali bu yontem sayesinde taniml1 pala hareketi gerceklestirilmistir. Palanin
cirpma ve yunuslama hareketlerindeki sapma miktarinin, ilerleme oraninin artmasi ile
daha da belirginlestigi gozlenmistir. Dolayisiyla, ilerleme oraninin artmasi,
boylamasina eksene gore asimetri seviyesinde artis meydana getirmektedir. Kisim
6.3’te, rotor-govde arasindaki etkilesim ii¢ farkli ilerleme orani i¢in analiz edilmistir.
Rotor iz bolgesinin gdvde lizerindeki etkisi, 6l¢iim noktalarinda zamana bagli basing
verileri toplanarak degerlendirilmistir. ilerleme oranmin artan degerlerinde, rotorun
govde iizerindeki etkisinin giderek azaldig: tespit edilmistir.

Boliim 7 son yorumlan icermektedir ve gelecekteki arastirmalar i¢in bazi olasi
yonlendirmeler saglamaktadir.
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1. INTRODUCTION

The objective of the present research is to study and obtain aerodynamic loading on
the rotor blades and rotor-fuselage flow interaction both in hovering and forward
flight. Aerodynamic forces on the helicopter rotor blades and fuselage can be
determined by accurate modeling of flow field, which leads to a proper design of
desired helicopter.

The research topics are determined as,
e |solated fuselage in forward flight,
e Isolated rotor blade during hovering and forward flight,
e Rotor with fuselage during hovering and forward flight.

Detailed examination of the previous studies made to solve similar problem is of great
importance to identify the right target and to reach reliable results. Thus, publications
covering all the main areas related to the subject of the present study have been

examined in the literature review section.

A comprehensive study is needed to get a better understanding of the complex flow
structure around the helicopter. Hence, the individual effects of each component on
the flow are investigated by simulating the isolated fuselage and the isolated rotor
configurations. Then, the aerodynamic interaction between main rotor and fuselage is

analyzed in order to reveal the influences reciprocally.

The study presents Reynolds Averaged Navier-Stokes (RANS) simulations of a rotor-
fuselage configuration using the commercial software ANSYS FLUENT, with
particular emphasis on the interactional effects. However, blade pitch and flap motions
cannot be directly represented with the existing code capabilities. Therefore, a User
Defined Function (UDF) code shall be prepared and embedded into the solver. In this
study, a user-defined function is prepared to define the rigid-body motion of the blades.
Thus, azimuthal variations of the flap and pitch motions of the blades are prescribed a

priori as a first order Fourier series through User Defined Function feature of the code.



The prescribed blade motion may result in meshes with undesirable grid qualities,
which may lead to unphysical solutions. A non-overset dynamic mesh motion method
that applies volume mesh deformation and cell re-meshing within a priori organized
block mesh structure is used to avoid the above mentioned common problem and thus
to accommodate the rigid blade motion. The re-meshing is performed only when the
grid deformation is more than a pre-defined skewness value. The results of the present
study have been compared with the experiments and other available numerical results
found in literature. The numerical technique presented in this study is capable of
accurately simulating the rotor-fuselage interactions in order to provide better insights
into understanding the flow behaviors around the helicopters and thus, achieve better
design. The present single grid methodology has given similar successful results with
much lower number of grid elements, thus resulting in much shorter computing times,

using modest computational power.

1.1 Purpose of Thesis

Industry demands for the improved blade design in order to get enhanced performance,
reduced noise and vibration. Accurate prediction of the flow field around rotor blades
is necessary for rotor performance analyses and aeroacoustics predictions. The
parameters such as sweep, taper and airfoil section which mainly identify the
aerodynamic and aeroacoustics’ characteristics of the blade are being examined
intensively to improve blade design. However, these parameters are needed to be
analyzed with reliable tools in order to understand and to evaluate their functionality.
This can be done by conducting experiments or utilizing numerical techniques.
Numerical prediction tools are now a viable supplement to the very costly
experimental measurements. Nowadays, CFD has become a fully recognized tool for
the analysis of many complex fluid-flow problems. The physical phenomena around a
rotor flow field can be captured more realistically by modeling the nature of the
problem via using appropriate numerical methods. The blade motion, elastic response
and rotor trim effects are one of the most significant factors that influence the quality
of predictions of rotor dynamics analysis. Briefly, all the significant aspects of the
problem should be properly included into the simulation model. However, the
implementation of these dynamic motions into the simulations is quite difficult.

Although many of the problems related to the application of numerical techniques in



which encountered in predicting the rotor flow fields have been overcome, there are
still many aspects open to improvement. For instance, simulation of unsteady rotor-
fuselage aerodynamic interaction requires the use of advanced CFD techniques. In
addition, the accuracy of the numerical simulations is closely related to a variety of
many other independent variables, such as the spatial and temporal resolution,
numerical schemes and turbulence models. One of the significant item for accurate
performance predictions of helicopters is the effective modeling of highly three-
dimensional unsteady vortical rotor wake structures and tip vortices. CFD wake
predictions can be poorly obtained with an improper or insufficient grid. Therefore,
the grid independent results should be achieved primarily. This can be realized by the
use of time-dependent solution based grid refinement techniques, such as the AMR
method. Moreover, a reliability analysis should be performed for the validation of

numerical schemes and turbulence models.

It is aimed to gain a better understanding of the flow field around helicopters by
revealing the effects of all the significant parameters determining the accuracy of the
predictions. From this point of view, the principal objective of this research project is
to improve the performance predictions of helicopters by developing a methodology
that is capable of sufficiently resolving the rotor wake field. In this context, unsteady
compressible flow analyses around a scaled helicopter model have been performed by
taking into account the dynamic blade motions compatible with the relevant flight

conditions.

In contrast to numerous sliding mesh and/or overset grid applications in rotorcraft
CFD, the single grid dynamic mesh approach is not common, due to difficulties in
advancing the solution as the grid stretching becomes excessive, leading to unphysical
solutions. The mentioned difficulty has been accomplished by the help of the dynamic
mesh techniques available in the code. Thus, the present study introduces an affordable
methodology to handle the complex interactional rotor-fuselage aerodynamics

problem. The outstanding properties of the present methodology are as follows:

i) A commercially available CFD solver FLUENT accessible by everyone.
Majority of the complex interactional rotor aerodynamics analysis is
accomplished by specialized institutional codes such as those of NASA, JAXA
or EU.



i) The blade pitch and flap rigid body motions are introduced into FLUENT via
the UDF code. The UDF is written to invoke azimuthal variations of the flap

and pitch motions of the blades as a first order Fourier series.

iii) Single unstructured meshes within predefined grid blocks. Almost all existing
literature uses sliding mesh or overset mesh techniques to account for the rotor
blade motion in forward flight.

iv) A non-overset dynamic mesh motion method that applies volume mesh
deformation and cell re-meshing within a priori organized block mesh structure
to accommodate the rigid blade motion. Moving deforming grids are only
needed within the deformable grid block.

v) RANS based unsteady viscous compressible flow analysis. Most of the
published works in open literature consider Euler and/or wake prediction

techniques.

vi) An accurate engineering solution approach: Relatively coarse, easy-to-prepare

grids lead to acceptable computation times with modest computational power.

1.2 Literature Review

The first successful helicopter flight was conducted in the early twentieth century.
From that day forward, many problems related to the rotary-wing aircraft design have
been resolved and significant progress has been made. Today, helicopters have become
indispensable parts of the civil and military aviation by successfully performing many
different and challenging tasks due to their superior flight skills such as being able to
hover and not needing a runway to land and take-off. Moreover, high maneuverability
capabilities make them ideal and popular due to their providing superior traveling
performance in any tough flight operations. These special features allow helicopters to
be used in urban transportation and in isolated areas where fixed-wing aircraft cannot
perform. Helicopters are mainly used in the fields of transportation, fire extinguishing,
high building construction, search and rescue, aerial observation and military
applications. Although many of the problems encountered throughout the history of
helicopter were solved, it is still needed to conduct research in various areas to improve
their performance: forward flight speed limits and high noise levels. Nowadays, there
are many projects being carried out by NASA, Clean Sky Organization and other



significant helicopter manufacturers to improve and expand the field of use of
helicopters. The Green Rotorcraft ITD is a section of European Clean Sky project,
which aims to eliminate the undesirable effects of helicopters on environment by
reducing the greenhouse gas emissions and noise footprints throughout the whole
mission spectrum. To achieve these objectives, projects are organized along many
aspects such as developing new power plants, innovative rotor blades and new aircraft
configurations [1, 2]. Meanwhile, some interesting studies are carried out to enable
helicopters to be used even outside the Earth's atmosphere. For instance, Jet Propulsion
Laboratory at NASA is working on Mars Helicopter Project. The main point of the
project is to find a design that produces sufficient amount of lift in the low-density

atmosphere of Mars [3].

Examples of the most important high-speed helicopter development projects in design
or prototype stage can be given as Sikorsky X2 in America, Eurocopter X3 in Europe,
Kamov Ka92 in Russia and AVIC K800 in China. Eurocopter X3 prototype has been
successful in tests by reaching the forward flight speed of 255 knots, which is the

currently achieved high-speed flight record in this area.

Unsteady flow structure and the aerodynamic forces on the helicopter rotor blades and
fuselage can be determined by accurate modeling of flow field with the
implementation of advanced CFD techniques, which contribute significantly to the
design of helicopters to meet the mission requirements. The helicopter industry
demands for the improved blade design in order to enhance performance: with
increased forward flight speeds, reduced noise and vibration. The performance, the
vibration problems and the operating characteristics of the helicopter are strongly
influenced by the generated wake of its rotor. Unsteady and highly three-dimensional
rotor wake structure remains near the vehicle for almost all of its flight conditions.
Moreover, the interactions of rotor wake with fuselage and other helicopter
components should be taken into account for more realistic predictions.

The approaches found in literature to solve the challenging flow fields around the
helicopters are generally based on the effective modeling of rotor wake using a variety
of CFD techniques [4-7]. These methods range from the simplest to the more complex
and time wise expensive ones. The momentum and blade element theories are the
simplest methods of analyzing rotor blades. Lifting line/surface, prescribed wake, free-

wake, panel/vortex and actuator disc methods can be given as examples of simplified
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methods, which were frequently used in the previous studies to model the rotor wake
[8-16]. These approaches are computationally inexpensive and have been used
extensively in the past for the helicopter design. However, because of the assumptions
made in these methods, the tip-vortex formation, interaction between other vortices
and wall surfaces cannot be captured precisely. A comparison between panel method
and a thin-layer Navier-Stokes method has been made in [17]. According to the
authors, both methods are in good agreement with the experimental measurements but
the panel method cannot easily model the viscous flow features and separation

patterns.

The free wake method is a technique to capture the rotor wake. GENCAS is a multi-
purposed parallelized CFD solver depends on hybrid three-dimensional compressible
Navier-Stokes/free wake method [18, 19]. This method includes third order MUSCL,
fifth and seventh order WENO for cell interface reconstruction, ROE’s FDS scheme
for the inviscid flux computation, second order central difference for viscous flux, and
first order or second order implicit scheme for time marching with Newton sub-
iterations [20, 21]. The code uses a two-equation Kinetic Eddy Simulation (KES)
turbulence model to estimate the eddy viscosity [22]. The computation of traditional
Lagrangian free-wake methods are inexpensive. However, interactions with other
vortices and wall surfaces generate a complicated flow field. Thus, the vortex elements
in the wake may become distorted and tangled due to this severe flow structure. In

such cases, the free-wake methods become less accurate [13].

Actuator disc methods are used widely to simplify the rotor model for analytical
computation (e.g. momentum theory) or simple numerical computation (e.g. blade
element theory). Actuator disc model can also be used in the CFD simulations
including Euler or RANS based numerical methods to represent the main rotor [11,
15, 16]. Improvements have been achieved with the implementation of new numerical
schemes into the simplified methods, recently. As a result, a better prediction for the
span wise and chord wise variation of the circulation can be obtained, and thus the
unrealistic induced velocities can be eliminated. The mentioned simplified approaches
have been used extensively in the past for the helicopter design. However, today these
methods still constitute a basis for assessing the performance of the basic helicopter,
since they provide reasonable computing times with acceptable accuracy [18, 19, 23-
27].



The computationally demanding large-scale viscous flow simulations of rotors in
forward flight began with the evolution of high-speed computers. Nowadays, CFD
solvers, including commercial ones, are being increasingly used as a principal tool to
investigate the rotor-fuselage interactional aerodynamics [28-37]. These Navier-
Stokes codes, to some extent, can simulate the details of tip-vortex formation and their
evolution. However, the accuracy of the results is determined by the turbulence models
used for the numerical calculation of turbulent flows. The current weakness of
numerical methods is the uncertainty at turbulence modeling. Up until now, the
analyses of interactional helicopter aerodynamics have been carried out using
URANS, DES and LES. DES and LES analyses provide much more realistic flow field
predictions both in space and time, however, requirement for an excessive amount of
mesh elements makes these models still computationally very expensive for most of
the engineering applications. Figure 1.1 shows the 3D nature of the vortex wake of the
UH-60 helicopter rotor, in which the time-dependent tip vortices could be captured in
detail by using DES hybrid turbulence model. On the other hand, the solution of the
RANS equations is a conventional approach to flow simulations. All the turbulent
motions are modeled in the RANS approach. This provides significant savings in
computational resources and makes the model appealing for practical applications.
One major difficulty is the accurate calculation of the rotor wake. Computed wakes
diffuse too rapidly due to the grid resolution and numerical dissipation. Therefore,
accurate prediction of the rotor wake structure becomes a challenging problem [38].
The authors of [38] also assert that the azimuth angle increment is an important
parameter that a second order accurate time stepping scheme should be applied for
accurate prediction of BVI air loads. Furthermore, examined studies indicated that
determination of a proper time step size is crucial to predict unsteady solutions
accurately [39, 40]. The wake also has a significant effect on the noise generated.
These vortex features may remain close to rotor blades. Even in some cases, the tip
vortex of the preceding blade can interact with the subsequent blade. Interaction
between the rotor blades and the tip vortices is known as blade-vortex interaction
(BVI). BVI can become very strong due to the flight condition. BV1 is the most basic
source of helicopter rotor noise. It is necessary to predict and understand the physical

mechanism of BVI phenomena in order to overcome BVI problems [41-48].



Figure 1.1 : DES analysis of the UH-60 helicopter rotor, [49].

Researchers are working on a variety of methods to capture the tip vortex accurately
by preventing numerical diffusion. Improving the grid resolution and/or increasing the
order of the spatial and temporal discretization form a basis to overcome numerical
diffusion toward a better flow prediction. Refining the grid is a possibility at the
preprocessing stage to enhance the spatial accuracy. The grid resolution can also be
increased automatically during the computation by the application of Adaptive Mesh
Refinement (AMR) technique in order to improve the accuracy of a solution [50-54].
As shown in Figure 1.2, the vortex wake can be effectively resolved by the use of
solution-based AMR technique. The AMR technique provides remarkable details of
the wake field such as the turbulent worm structures, wake shear layer entrainments
and roll-up of the tip vortices. These turbulent flow structures can now be predictable
by using high-end computing systems. In addition, the prediction of vortex core size
and growth with wake age can be greatly improved by the use of AMR. Today, the
AMR technique is being implemented by many flow solvers in order to simulate the
rotor wake structure effectively. For example, HELIOS is a powerful flow solver that
provides the AMR technique [55-57]. The application of the AMR can be performed

using both a structured hexahedral mesh and an unstructured tetrahedral mesh.



Figure 1.2 : Effect of the AMR technigue on the wake predictions, [51].

Various spatial discretization schemes have been developed to overcome the
numerical diffusion. High order accurate Weighted-Essentially-Non-Oscillatory
(WENO) schemes are frequently used for the solutions of hyperbolic Partial
Differential Equations (PDEs). Use of these schemes is very suitable, particularly
when strong discontinuities like shock waves are present in the flow field. This
numerical scheme provides high order spatial accuracy at smooth regions while
preserving the discontinuities. The first WENO scheme was introduced in 1994 [58].
Since then, variations of WENO scheme have been proposed. A comparison between
the Mapped Weighted-Essentially-Non-Oscillatory (WENO-M) scheme and the
central difference scheme has been provided to investigate the effect of spatial
discretization on the results, [59]. According to the results, a slight improvement in
sectional normal force was obtained using WENO-M scheme but the computation time
was increased by 73%. In a prior numerical study, it is stated that an improved fifth-
order WENO-Z scheme can capture tip vortices much better than the Monotonic
Upstream-Centered Scheme for Conservation Laws (MUSCL) scheme and vyields a
lower numerical dissipation, [60]. In another numerical study, a viscous flow solver

on adaptive unstructured meshes is used for the flow fields around the HART Il rotor.
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Experimentally determined blade motion was simulated by using an overset mesh and
a deforming mesh technique. To capture the rotor wake effectively a solution-adaptive
mesh refinement technique was also used. The authors stated that the strength of the

tip vortex was better preserved when the mesh refinement was used [38].

The blade motion, elastic response and rotor trim effects should be included properly
in the CFD analysis to capture the physical phenomena more realistically. Frequently
seen modeling problems in rotor simulations are related mostly to these arbitrary
relative motions of the blades. The implementation of these dynamic motions into the
simulations is quite difficult. For the solution of the problem, the sliding mesh,
dynamic mesh, overset grid methods and Fluid Structure Interaction (FSI) techniques
are commonly used. In the sliding mesh technique, two or more cell zones (e.g. for
coaxial rotors) are used to model the blade motion when the motion of the cell zones
is relative to each other along the mesh interface. Recent sliding mesh applications
carried out especially for the rotor simulations can be found in [61-64]. Arbitrary
Lagrangian-Eulerian (ALE) formulation introduced first in 1974 is one of the most
used techniques for the simulation of moving boundary problems [65]. In ALE
formulation, the dynamic mesh is used either by the application of mesh deformation
or re-meshing methods [66, 67]. The rotor analyses including dynamic motions of the
blades can be quite challenging due to the existence of large displacements and
rotations which may lead to distorted mesh elements. A variety of mesh deformation
techniques are available in order to maintain mesh quality and validity. The mesh
deformation can be handled by using the spring analogy [68-70], solving the linear
elasticity equation [71] or radial basis function (RBF) interpolation algorithms [72-
74]. In some cases, the cell zone encounters an excessive anisotropic stretching or
compression as a result of the very large displacement of moving boundary where
inadmissible mesh elements cannot be eliminated by the grid deformation techniques
any further. In such situations, re-meshing is required to sustain the motion [75-77].
The Chimera or overset grid approach can be given as an alternative to previously-
mentioned methods in which the complex geometry is decomposed into a system of
geometrically simple overlapping grids [78-87]. It is useful to give examples of the
codes developed for the rotor field analysis. For instance, the rFlow3D is a rotor flow
solver based on overlapped grid approach and depends on the modified SLAU scheme.

This locally preconditioned numerical scheme enables the solver to calculate realistic
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drag coefficient values both at low speeds and at transonic speeds. It is stated that the
code ensures reliable results [31]. Moreover, EIsA, FLOWer, ROSITA and HELIOS
can be given as examples of the powerful, multi-functioned codes based on the overset
grid methodology. These codes are designed specifically for rotorcraft analyses [55-
57]. The arbitrary relative motions of the blades can be easily modeled using overset
grid technique. The grid quality remains unchanged during the motion of the bodies.
This enables the relative motion of the bodies without re-meshing. Despite its many
advantages, the method also has some drawbacks. In the overset grid method, the
solution is exchanged from one grid to another (between donor-receiver pairs) at each
time-step. Non-physical spurious oscillations of the pressure at discontinuous grid
interfaces can arise as a result of interpolation errors. Therefore, order of the
interpolation for the computation of spatial and temporal fluxes should be increased to
make the numerical scheme conservative [88]. However, implementing higher order
of accuracy may be computationally prohibitive. Parallelization and load balancing are

also rather challenging in overset grid applications [89].

In addition to rigid blade motion, aero-elastic blade motion can be accurately included
into the simulation by coupling the Computational Fluid Dynamics (CFD) and
Computational Structural Dynamics (CSD) techniques [90-98]. When compared with
prescribed rigid body motions, the use of CFD/CSD techniques produces more
realistic representation of deformed shapes caused by aerodynamic loads. However,
the technique is known as the most computationally demanding one. The FUN3D
URANS solver for unstructured grids has been modified to allow prediction of
trimmed rotorcraft air-loads. Moreover, aero-elastic deformation of the rotor blades
and the trim of the rotorcraft can be simulated using a specialized CSD code,
CAMRAD II. For instance, in a numerical study in which the CAMRAD Il code is
used, the effect of grid resolution and temporal accuracy is examined. According to
the output of the study, the resulting air-loads and structural deformations were in good

agreement with experimental measurements [99].

The parameters such as sweep, taper and airfoil section, which primarily identify the
aerodynamic and aeroacoustics characteristics of the blade, should be examined for
further improvements in blade design [47]. For instance, SU? is an open-source
integrated computational environment for multi-physics simulation and design. This

code includes design optimization property, which is highly beneficial for enhancing
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the blade performance [100]. The code is robust and efficient in terms of memory and
compute time, while ensuring high computing accuracy for large-scale optimization

with complex geometries.

In the present study, the dynamic mesh approach is applied to carry out unsteady
compressible flow analyses around a scaled helicopter model, the so called ROtor-
Body-INteraction (ROBIN) geometry [101]. Particular emphasis is given to rotor
fuselage interactional effects by performing RANS/URANS computations for the
ROBIN fuselage/rotor configuration in hover and forward flight conditions. The
standard use of techniques for the rotor simulations generally depends on the sliding
meshes or overset grid applications. It is noteworthy to mention that the proposed
methodology differs from the common methods found in literature. In this study,
helicopter interactional aerodynamics problem has been solved using a combination
of mesh deformation and cell re-meshing methods. Beforehand, the isolated fuselage
and the isolated rotor configurations are analyzed to examine the individual effects of
each component on the flow. Then, the rotor-fuselage interaction problem is analyzed.
The time-dependent rotor analyses are simulated at three different advance ratios. The
computational domain is modeled by unstructured hybrid mesh elements. Temporal
discretization depends on the first-order implicit formulation in which the Discrete
Geometric Conservation Law (DGCL) is being satisfied. Second order upwind and
second order accurate central differencing schemes are used for the discretization of
convective and diffusive terms, respectively. The isolated fuselage analyses are based
on steady RANS computations. Unsteady Reynolds-Averaged Navier-Stokes
(URANS) simulations are carried out for the cases including rotor blades. The
Realizable k-¢ turbulence model is found to perform best for the predictions [102]. The
accuracy of the present numerical predictions has been demonstrated by the
comparison with the experiments and other CFD results found in literature [17, 30, 31,
101, 103, 104]. As consistent with both the experimental and other numerical results,
it is observed that the effect of rotor wake on the fuselage is gradually reduced by the
increase in advance ratio since the wake bends downstream and flows above the body

at higher forward flight speeds.
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2. ROTOR AERODYNAMICS

A helicopter is a kind of rotorcraft whose lift is derived from the aerodynamic forces
acting on its rotors. A helicopter may have one or more rotors generally turning about
a vertical axis. The rotor of a helicopter may have formed by two or more blades. And
the structure of the blades, from the root to the tip, are composed of airfoils which can
be same or different type along the span wise direction. Therefore, a helicopter is often
described as a rotary-wing aircraft since its rotor consists of rotating airfoils (blades).
A helicopter is a very talented aircraft that can perform several maneuvers during its
flight, which a typical airplane cannot. For instance, a helicopter can take off and land
vertically. Moreover, it is capable of moving in any direction, or remaining stationary
in the air (hovering). The required forces and moments in order to control the
helicopter in flight can be obtained by tilting the orientation of the rotor disk. For
instance, the rotor disk should be tilted fore and aft in order to provide a pitch control.
Moreover, tilting the rotor disk left and right would give a roll control to the helicopter.
The use of single main lifting rotor generates a moment-imbalance, which causes the
rotation of the helicopter around its vertical axis. Therefore, helicopters that have a
single main lifting rotor need a tail rotor that provides anti-torque in order to maintain
the yaw control. Helicopters with coaxial counter-rotating main rotors do not need a
tail rotor for the yaw control. The need of a propulsive force to overcome the vehicle
drag can be obtained by tilting the rotor disk progressively forward. The helicopter
will then accelerate into forward flight [105]. The advance ratio given by equation
(2.1) is a non-dimensional number and characterizes the forward flight.

u=Us,/0R (2.1)

In above equation, U, is the forward flight speed, 12 is the angular speed of the rotor,
and R is the rotor radius. The advance ratio (u) generally takes values lower than 0.4
due to the design constraints [106]. The local angle of attack and local dynamic
pressure determines the lifting capability of the relevant section of a rotating blade.
Azimuth angle (y) is used to define the blade position. As shown in Figure 2.1, the

zero azimuth angle is generally demonstrated by the blade pointing downstream
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direction. Some distinctive flow features can characterize the hovering flight. For
instance, the velocity along the blade changes linearly in radial direction. The velocity
is zero at the origin where the rotational axis passes. Then, it increases linearly along
the span wise direction and reaches to a maximum value at the blade tip. In addition
to that, the velocity variation along the blade is azimuthally axisymmetric. However,
in forward flight, the blades encounter an asymmetric velocity field with respect to the
longitudinal axis since a component of the free stream adds to the rotational velocity
on the advancing blade side and subtracts from the rotational velocity on the retreating
blade side. The blade may meet supercritical and/or transonic flow regimes because of
the reached maximum velocities at the blade tips on the advancing side. Particularly,
at high forward flight speeds, the compressibility effects may become more dominant

and strong shock waves may occur.
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Figure 2.1 : Incident velocities occured in hover and forward flight, [105].

Figure 2.2 gives a schematic view of the flow structure of a helicopter in forward flight.
In case of the occurrence of shock induced flow separation and wave drag formation,
driving the rotor becomes even more difficult due to the requirement for more power.
The dynamic pressure and local velocities at the retreating blade are relatively low
compared to advancing side of the disk. Therefore, the retreating blade requires to
operate at a higher angle of attack in order to maintain same total lift produced by each
blade. Otherwise, the helicopter will tend to roll due to the moment imbalance existing
between the advancing and retreating sides of the rotor disk. The so-called cyclic pitch
control is used as a balancing mechanism to remove this moment imbalance, which

adjusts the angle of attack of the blades periodically throughout each blade rotation.
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However, achieving very large angle of attack values may result in dangerously severe
blade stall. This type of stall known as dynamic stall. Subsequently, the propulsion
capability of the rotor and overall lifting will be reduced. Moreover, such a situation

inhibits a further increase in forward flight speed [105].
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Figure 2.2 : Flow structure around a helicopter in forward flight, [105].

The velocity near the advancing blade side becomes larger as the rotor blade moves in
the flight direction. As a result, the angle of attack needs not to be large to achieve
sufficient lift since the lift is proportional to the velocity squared. On the other hand,
the relative velocity around the retreating blade side is being smaller as the blade
moves in a direction opposite to the direction of flight. The rotor needs to be trimmed
to balance the forces and moments. Therefore, to overcome the moment balancing
problems, the angle of attack of the retreating blade should somehow be adjusted to
become larger in order to achieve the same total lift generated by the advancing blade.
This can be done by using cyclic pitch mechanism, which enables the control of the
angle of attack of the blades during the rotation. Moreover, the collective pitch feature
of helicopters can be given as another example to the control mechanisms. This control
mechanism provides a simultaneous increase in the angle of attack of each of the
blades to achieve a higher lift. The helicopter will begin to rise and move into vertical
flight as the collective pitch increases. Considering an isolated rotor in hover,
theoretically, trim and flap controls are not required to balance forces. However,
mostly due to the presence of the fuselage and possible flow disparities make the use

of these controls necessary [106].
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The hinging system can be given as one of the most preferred connection mechanisms.
This type of connection provides trim capability. It is also beneficial to relieve the
aero-elastic stress. The pitch and flap motion of the rotor blades should be permitted
to satisfy trim requirements. Moreover, the rotor blades should be able to get into or
out of the rotor plane during the flap motion. Figure 2.3 shows a sketch of a simple

hinging mechanism.
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Figure 2.3 : View of a fully articulated rotor hinge system, [106].

The lead-lag and flapping hinges can be given as the two types of hinging mechanisms.
The hinging mechanism is called as fully articulated if the both types of hinges are
present in the system. The lead-lag hinge allows fore and aft motion of the blade within
the rotor-disk plane. The blades are allowed to move freely out of the rotor-disk plane
by the flapping hinge. The blades no longer trace out a single planar disk during the
flapping motion. An alternative plane definition, namely tip-path plane, is used to
describe such situations. The trajectory of the blade tips draws the boundary of the tip-
path plane. The large span-to-chord ratio of the rotor blades makes them to have a
slender structure. Therefore, the main reason for allowing the blades to flap is to
prevent a possible structural failure due to the severe stresses conducted to the hub.
However, both types of hinges can be eliminated if the stress levels have been kept to
a minimum by using aero-elastically soft blades. This type of mechanisms are called
as hinge-less systems [106].
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The numerical performance prediction of the helicopters is generally based on the
effective modeling of rotor wake using variety of CFD techniques. Various methods
on the subject of rotor aerodynamics have been encountered during the literature
survey carried out. These methods range from the simplest to the more complex and
time wise expensive ones. Blade-element momentum theory, lifting line, panel and
vortex methods, actuator disc methods and the Navier-Stokes solvers are the frequently
used ones. The momentum and blade element theories are the simplest methods of
analyzing rotor blades. Lifting line/surface, prescribed wake, free-wake, panel/vortex
and actuator disc methods may be given as examples of other simplified methods,
which have been used widely in the past for the solution of problems in rotor
aerodynamics. These approaches are computationally inexpensive, and thus have been
used extensively for the helicopter design. However, due to the assumptions made in
these simplified methods, the tip-vortex formation, interaction between other vortices
and wall surfaces cannot be captured precisely. In sub-section 2.1 some of the

simplified approaches are briefly discussed.

The computationally demanding large-scale viscous flow simulations of rotors in
forward flight began with the evolution of high-speed computers. The Navier-Stokes
solvers are capable of simulating the details of tip-vortex formation and their
evolution. Up until now, URANS, DES and LES turbulence models have been used
for the analyses of interactional helicopter aerodynamics. DES and LES analyses
provide much more realistic flow field predictions in both space and time; however,
requirement for excessive amount of mesh elements and short time-steps makes these

models still computationally very expensive for most of the engineering applications

2.1 Simplified methods

One of the simplest methods for performance calculations of rotor blades is known as
Blade-Element Momentum (BEM) method, [107]. This method gives satisfactory
results and it is cheap in computation, [108]. In the BEM method, the flow field is
represented by control volumes in order to be able to perform computations.
Momentum balance and energy conservation are applied in each control volume. This
method does not account for wake expansion, whereas the induced velocity in the rotor
plane is assumed to be one-half of the induced velocity in the ultimate wake, [109].

The blade is considered as a combination of independent elements (cross-
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sections/airfoils) with which the overall blade characteristics and flow field predictions
can then be obtained. The airfoil data, which are going to be used as an input in the
method to obtain the aerodynamic forces on each blade element, are gathered from
wind tunnel measurements. These wind-tunnel airfoil data, before being an input to
the computations, are processed and corrected for three-dimensional effects. The
predictions obtained at each section along the blade span are then integrated to obtain
the overall performance characteristics of the blade, [110]. The rated power, power
coefficient, mean free-stream speed, number of blades are the input parameters. Rotor
diameter, chord and twist distributions are the outputs of the method. This method does
not account for tip losses and turbulence effects. It is necessary to apply, at least, the
following two corrections in order to get better results. The assumption of an infinite
number of blades is corrected by Prandtl’s tip loss factor. Glauert’s correction is
applied for such situations when the axial interference factor is greater than 0.3.
Although it is being a cheap and reliable method, there are some limitations for some
kind of situations such as the dynamic inflow, yaw misalignment, tip loss and heavily
loaded rotors, [111].

For a detailed information of a flow around a 3D structure, inviscid aerodynamic
models have been developed. In these simplified approaches, the viscous effects are
neglected. There have been some studies on viscous-inviscid interaction techniques.
According to Hansen et al. [112], these techniques have not yet reached the desired

level of accuracy to become engineering tools.

In panel methods, the flow is assumed to be inviscid and incompressible. The flow
field around the blades can be simulated with the help of elaborately distributed
sources and dipoles. Source distributions are used to shape the solid boundaries.
Dipoles, which are responsible for the creation of circulation, are included in the flow
field to simulate lift, [111, 112].

In vortex models, lifting lines or surfaces represent the rotor blades and the flow
structures in the wake, [113]. The lift force is created as the flow passes the blades.
Then, the vortex strength on the blades can be obtained from the predicted lift. If the
strength and position of the vortices is known, then the induced velocity w(x) can be
found using the Biot-Savart induction law;
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In equation (2.2), x is the location where the potential is computed and w is the
vorticity. The integration is taken over the region designated by V, where the vorticity
is non-zero and x' is the point of integration. The calculation of circulation is similar
to the BEM method and depends on the use of airfoil data. In this method, the induced
velocity, the blade velocity, and the undisturbed free-stream velocity are considered to
determine the inflow. The relationship between the bound circulation (I") and the lift

coefficient (Cy) can be given by equation (2.3),

1 1
L=pUpel = EpUgelCCL - I= EUrelCCL (2.3)

where L is the lift force, p is the density of the fluid, U,.,; is the relative velocity seen

by the blade section, and c is the local chord length.

Moreover, rotor performance can be evaluated by using actuator disc models. These
techniques were frequently used in the past. In these models, the actual rotor geometry
is not used. In an alternative way, a permeable disc is modeled to simulate the effect
of the blade surface forces. There are many different applications of the actuator disc
model. For instance, the actuator disc model can be combined with a blade-element
analysis. The result of this approach is the classical Blade-Element Momentum
Technique proposed by Glauert. In addition to that, the actuator disc method can be
combined with the Euler and/or Navier-Stokes equations. As in a usual CFD
computation, the governing equations can be solved by a second order accurate finite
difference/volume scheme. The assumption made in the approach depends on the
numerical integration of the evenly distributed surface forces along the actuator disc
in the azimuthal direction. Therefore, the effect of an individual blade cannot be
simulated. This can be given as the lack of the approach [111]. Sorensen and Shen
[107] published an extended 3D actuator disc model to overcome the existent
limitation. The body forces are distributed radially along each of the rotor blades by
the proposed technique. The local angle of attack of the blades are computed iteratively
to determine the airfoil characteristics and rotor loading. The influence of the tip

vortices and the wake patterns on the inflow calculation can be determined.
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2.2 Navier-Stokes solvers

The first studies on aircraft wings and helicopter rotor configurations with CFD using
potential flow solvers have been studied in the late seventies and early eighties. The
progress to unsteady Euler solvers was seen through the 80’s. The first applications
for helicopter rotor analyses including viscous effects were seen in the late eighties
and early nineties. However, in the open literature, the first full Navier-Stokes
computations of rotor aerodynamics were published in the late nineties, [114]. The
physics for vorticity generation and its convection into the wake can be solved by the
Navier-Stokes equations. Many multi-purpose flow solvers as given in Table 2.1 are
available in the market. These codes are capable of performing incompressible or
compressible flow analysis, inviscid or viscous turbulent flow analysis, and

steady/unsteady flow analysis with moving meshes.

Table 2.1 : An overview for the multi-purpose flow solvers.

Company or Institution Flow Solver
BOEING HELIOS

DLR FLOWer, TAU
EU elsA, FASTFLO, HBM

FOI EDGE

JAXA rflow3D

NASA FUN3D, NSU3D, OVERFLOW, USM3Dns

STANFORD SU2

Performance variables of the rotor can be determined accurately by the prediction of
the viscous drag acting on the blade. The direct numerical simulation of the Navier-
Stokes equations is not affordable for most of the industrial flow problems due to the
requirement for an intensive amount of computational power. Therefore, turbulence
models are used for the numerical calculation of turbulent flows. Today, thanks to the
evolution of high-speed computers, the computationally demanding large-scale
viscous flow simulations of rotors can be solved. However, majority of the complex
interactional rotor aerodynamics analysis is accomplished by specialized institutional
codes such as those of National Aeronautics and Space Administration (NASA), Japan
Aerospace Exploration Agency (JAXA) or European Union (EU). Therefore, a
commercially available CFD solver, FLUENT, which is accessible by everyone, is

used in the present study.
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3. MATHEMATICAL FORMULATION

3.1 Navier-Stokes Equations

The three dimensional (3D) unsteady compressible viscous Navier-Stokes equations

are the governing equations for fluid motion. The continuity equation is,

E-I_O_xj(puj) =0 (3.1)

The momentum equation can be written as,

ot T g PR = T T B, (3:2)
The energy equation can be written as,
d 0 opu; 0 )
a (p€)+ E (peuj) = — axj] + a—x] (uiTl'j - q]) (33)

where p is the density, u; denotes the components of the velocity, p is the static
pressure, e is the total energy, and £;; is the stress tensor including both molecular and

Reynolds stresses.
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where u is the dynamic (molecular) viscosity, u, is the turbulent dynamic viscosity,
8;; is the Kronecker delta function, S;; is the mean strain-rate tensor, q; is the rate of

total heat flux, y is the ratio of the specific heats, Pr is the Prandtl number, Pr; is the

turbulent Prandtl number, and T is the static temperature.

In order to close the equations, the perfect gas equation of state is employed into the

equations.

p=py—1 [e - %uiui] (3.8)

3.2 ALE Navier-Stokes Equations

The Navier-Stokes equations are written in the Arbitrary Lagrangian-Eulerian (ALE)

form for the simulations of moving boundary problems.

ALE continuity equation is,

a
a—’t)+v-u—ﬁg-Vp=0 (3.9)

ALE momentum equation can be written as,

d(pu)
ot

2
+p(u—1y) Vu=-Vp+V-pu, (Vu + uVv —§(V-u)l> +pg (3.10)

ALE energy equation is,

d(pe)
ot

tp(u-1,)- Ve

=V-(kVT) + V- ([—pl ¥ tim (Vu $uv - g - u)1>] . u) (3.11)

tpg-u
where p is the density, u is the velocity, i is the grid velocity, p is the static pressure,
Um is the molecular viscosity, I is the unit tensor, e is the specific internal energy, k is
the thermal conductivity, and g is the gravity vector. In this study, the gravitational

force was not taken into account. Once again, the perfect gas equation of state is

employed into the equations to close the equation sets.
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4. NUMERICAL METHOD

Many engineering problems related to fluid flow can be solved with the help of the
fluid dynamics techniques. These techniques are being applied by solving the
governing equations of fluid flow, which are derived from the basic physical laws.
Generally, the equations to be solved are in the form of highly nonlinear partial
differential equations. This brings an additional complexity to the solution of the fluid
flow problem. Except for some very simple flow cases, analytical solutions of these
equations do not exist. Therefore, physicists, mathematicians and engineers seek other
ways of handling these equations [115]. Computational Fluid Dynamics (CFD) is the
utilization of computers in order to provide information of a fluid under any condition.
CFD with its outstanding features gives an insight into flow patterns by providing high
resolution in both space and time. The solution searched for any disturbance object, no
matter how its size, can be obtained by CFD simulations. However, it is not always
possible to adjust the laboratory facilities for experiments. CFD packages are now a
viable supplement to the very costly experimental measurements. Therefore, CFD may
also be used to improve the understanding of complex physical phenomena when
conducting an experiment becomes difficult. It includes many disciplines such as
mathematics, physics, computer technology and engineering. Simulation parameters
of a fluid flow should be determined carefully in order to gain results that are more
reliable. Obtaining reliable results depends on the type of the problem, software and
the user’s knowledge and abilities. Nowadays, there exist many commercial CFD
software packages. However, a comprehensive fluid mechanics knowledge is required
in order to utilize these codes properly. Beforehand, a methodology should have been
determined for the solution of a flow problem. For instance, each step (e.g. physics of
the problem, geometry modeling, mesh generation, suitable solution schemes etc.)
should have been constructed accurately. Moreover, the requirements of the
commercial code (boundary conditions, coefficients etc.) should be obtained. This can
be done by means of experiments, as well as by prior numerical analyses [116]. There
are many different stages while inquiring for the solution of a CFD problem. The

phases described here are actually well-known regular procedures. The first and
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possibly the most time consuming one is the geometry and grid generation stage.
Following stage consists of a physical model selection, which is required to simulate
and to model the turbulent flow phenomena. The difficulty exists in this stage is related
mostly to the determination of the physical model to be used for the solution of a
turbulent flow regime, since the results are strongly dependent on the chosen physical
model. The turbulence model should provide accurate results by ensuring a remarkable
reduction in the computation time. This can be achieved by utilizing the intelligently
simplified modeling equations. After having determined the turbulence model, the
modeling equations are solved by an iterative process with the proper set of numerical
schemes. The final stage is the post-processing, which is necessary to examine the
computed data [117]. Accuracy of the numerical simulations directly related to the
well-represented geometry with a proper mesh resolution, used turbulence model and
the numerical schemes. In this study, the rotor/fuselage flow interaction problem is
solved with the help of a commercially available finite-volume Navier—Stokes CFD
solver, FLUENT.

4.1 Finite Volume Approach

The finite volume method (FVM) is used widely in numerical studies. FVM is a very
useful approach, as it provides the solution with a lower memory usage, especially for
large-scale problems. In the finite volume method, the governing equations are in the
conservative form, and the discretization ensures the conservation of fluxes through
the discrete control volumes. Jameson and Mavriplis provided the first successful
application of finite volume method on unstructured grids [118]. Jameson et al. [119]
published the calculation of inviscid transonic flow over a complete aircraft on
unstructured grid solver via using first order scheme in 1986. However, a high order
scheme should be adopted to avoid numerical diffusion. For instance, Desideri and
Dervieux [120] derived a third order accurate MUSCL discretization for unstructured

grids based on a cell-vertex finite volume scheme.

In this study, the governing equations of Navier-Stokes are solved via control volume
based technique [121-123]. The pressure-based and density-based solvers are the two
numerical methods available in FLUENT. The pressure-based solver was developed

for low-speed incompressible flows, whereas the density-based solver was created for
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the high-speed compressible flow solutions. The density-based coupled solver is more
preferable when there is a strong interdependence between the field variables.

In the pressure-based approach, a pressure correction equation is solved to obtain the
pressure field. The Segregated and Coupled methods are the two types of pressure-
based solution algorithms provided by FLUENT. The segregated pressure-based
solver uses a decoupled solution algorithm where the governing equations are solved
sequentially from one another. The coupled pressure-based algorithm solves a coupled
system of equations involving the momentum equations and the pressure-based
continuity equation, [123]. The solution convergence of the pressure-based coupled
algorithm is better (faster) than the segregated pressure-based solver. However, the
memory requirement increases by approximately two times that of the segregated
algorithm for the solution of same number of grid points. In the pressure-based coupled
solver, the spent time for the solution of each iteration becomes larger. Moreover, the
pressure-based coupled solver is not available for multiphase flows.

In our case, the study is carried out for a scaled helicopter model under mildly
compressible flow conditions where none of the shock formation exists in the flow
field. Our aim is to demonstrate an engineering solution approach for the examined
ROBIN test cases within acceptable accuracy and practical computation time. The
segregated solver is robust and provides lower memory requirements. The segregated
algorithm is valid and applicable for incompressible and mildly compressible flows.
When flows with significant discontinuities present in it, use of density-based coupled
or pressure-based coupled solvers will be a necessity. Nonetheless, there are
publications, which state that the segregated algorithm can be used even for the
supersonic flow regimes [124-126]. In this study, the segregated pressure-based solver
and collocated cell-based grid arrangement have been used to carry out a practical
solution approach. The gradients at the cell faces are computed by using Least Squares
Cell-Based formulation.

4.2 Pressure-Velocity Coupling

The pressure gradient contributes to each of the three momentum equations. The
pressure equation is a constitutive equation and it is hard to find an independent
equation for pressure. Thus, the solution of Navier-Stokes equation becomes

complicated. Pressure is used as a mapping parameter to satisfy the continuity
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equation. For an incompressible flow, the pressure field should be generated by
satisfying mass conservation. The pressure correction is achieved by solving the
Poisson equation. Then, within this iterative process, new pressure and velocity fields
can be predicted by using the pressure correction. FLUENT provides several
approaches for pressure-velocity coupling. The user can choose the appropriate one
among five algorithms provided. These are the segregated pressure-based SIMPLE,
SIMPLEC, PISO and Fractional Step Method (FSM). These schemes are based on the
predictor-corrector approach. In addition, the fifth algorithm provided for pressure-

velocity coupling is the pressure-based COUPLED solver.

In sections 6.1 and 6.2, the performance of the pressure-based COUPLED solver is
examined. Since the examined test cases do not include any discontinuities, no further
benefit was observed by the use of Coupled solver, but the computation time was
increased. However, if a strong-interdependence exists between the flow variables,
Coupled solver would be much convenient for computations. In section 6.2.2 and after,
in order to create a practical solution strategy for unsteady compressible flow analysis
of rotor-fuselage interactional aerodynamics where the dynamic mesh approach is
incorporated, the pressure-based segregated algorithm, which is a semi-implicit
method for pressure-linked equations (SIMPLE) based on the predictor-corrector
approach, is adopted for the pressure-velocity coupling. Some complex flow types may
cause large gradients in the momentum source terms between control volumes, thus
resulting with steep pressure profiles at the cell faces. For that reason, the most
appropriate pressure interpolation scheme convenient with the flow regime, by which
the interpolation errors can then be considerably reduced, should be employed to
achieve an accurate computation. In this study, the pressure interpolation have been

performed using a second order scheme for the compressible flow analysis.

Under-relaxation of equations are used in the pressure-based solver to control the
update of computed variables at each iteration. Each equation have under-relaxation
factors associated with them. These factors are used to stabilize numerical schemes by
limiting the effect of the previous iteration over the present one. Under-relaxation
values can be changed to obtain faster convergence or to prevent divergence. The
change in relaxation values may cause a change in the number of iterations. However,
the results are independent of relaxation values. The under-relaxation factors are kept

as their default values with which no convergence problems are encountered.
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4.3 Spatial Discretization

Staggered grid approach and collocated arrangement are frequently used in the
pressure based solvers. Staggered grids use different control volumes for each of the
different flow variables. On the other hand, collocated arrangement needs only one
volume for storing all the flow variables. Especially, in three dimensional space, the
staggered grid approach becomes computationally prohibitive, which forms the major
disadvantage of the approach. FLUENT provides two types of approaches to locate
primitive variables in a given grid. The first one is the collocated node based
arrangement, where all of the primitive variables (e.g. pressure and velocities) are both
stored at the vertices of a mesh element. The second one is the collocated cell based
arrangement, whereby pressure and velocity are both stored at cell centers. No matter
which of the two approaches is employed, the field variables must be interpolated to
each face of the control volume in order to perform the flux computation. The cell-
based approach yields a faster computation than the node based arrangement.
Nonetheless, the use of collocated grid system may give rise to numerical oscillations
in the solution. These oscillations are tried to be eliminated by using artificial damping
terms or interpolation schemes. In this study, the behavior of the cell-based and node-
based approaches is examined for isolated fuselage configuration in Section 6.1.2.2.
The cell-based arrangement is used to reduce the computational effort while

performing the dynamic mesh simulations found in Sections 6.2.2 and 6.3.

In order to calculate the velocity derivatives and diffusive fluxes, the gradients of
solution variables are required. The gradients across the cell faces can be computed by
a variety of methods available in FLUENT. The Green-Gauss Cell-Based, Green-
Gauss Node-Based and the Least Squares Cell-Based methods are provided by the
code for the computation of the gradients. The least computationally demanding one
is the Green-Gauss Cell-Based method. However, when using this method, the
numerical solution may have false diffusion, especially when the flow field is
dominated by convection. The grid may be aligned with the free-stream direction to
minimize false diffusion. Moreover, the grid resolution and/or the order of the
discretization scheme may be increased in order to reduce the false diffusion errors. In
addition, the Green-Gauss Node-Based provides a minimized false diffusion.
Furthermore, the computation of the gradients using node-based formulations is

known to be more stable and accurate, especially for unstructured meshes. However,
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this method is the most computationally intensive one among the three methods
mentioned here. What is fascinating is that the accuracy of the Least Squares Cell-
Based formulation is comparable to node-based gradients, while being less

computationally intensive [123].

Another significant topic affecting the accuracy of the numerical computations is the
grid resolution. Improving the grid resolution and/or increasing the order of the spatial
discretization form a basis to overcome numerical diffusion toward a better flow
prediction. Refining the grid is a possibility at the preprocessing stage to enhance the
spatial accuracy. The grid resolution can also be increased automatically during the
computation by the application of the adaptive mesh refinement (AMR) technique to
improve the accuracy of a solution. The utilization of the AMR technique for the high-
fidelity analysis of the wake features will provide a better capture for the roll-up of the
tip vortices and thus, more realistic flow field predictions. It is believed that the
computation time may be reduced with a careful set of refining-coarsening levels. The
effect of the technique on the computation time may be examined in a future study. In
this study, the volume mesh refinement was not done by using a solution-based
adaption feature like Adaptive Mesh Refinement (AMR) technique. However, the
possible wake regions, where a finer grid is generated at the preprocess stage, were
determined by the help of previous numerical predictions, which ensure already
visualized wake patterns for the test cases examined. The pre-adaptation is performed
at a moderate level by considering computational effort. Prior numerical studies found
in literature have been considered as reference to determine suitable grid sizes. These
used grid metrics are consistent with the use of standard wall function approach, which

enabled the number of mesh elements to be kept at an acceptable level.

Moreover, the second order upwind and third order MUSCL are examined as spatial
discretization schemes for the momentum equation and the transport equation of
turbulence parameters (k-¢).

4.4 Temporal Discretization

The solution of an unsteady problem varies with time for a particular position. The
governing equations are discretized in both space and time in the transient simulations.

The spatial discretization is done similarly as in the steady state analysis. In the finite
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volume method, the integral of the transient term is evaluated to perform the temporal

discretization.

Both explicit and implicit time marching algorithms are available in the density-based
coupled solver. The point-implicit Gauss Seidel, symmetric block Gauss-Seidel and
ILU methods can be used for implicit time advancement. For explicit time marching,
a multi-step Runge-Kutta time integration method is used. The use of explicit approach
would be much convenient for cases where the characteristic time scale of the flow is

on the same order as the acoustic time scale.

Dynamic mesh simulations currently work only with first-order time advancement in
the solver. Hence, temporal discretization depends on the first-order implicit
formulation for the time accurate computations. The possibility for enhancing the
temporal accuracy may be seeked by making FLUENT second-order accurate in time

for the moving boundary problems via embedding a UDF code, in a future study.

In addition, determination of a proper time step size is of great importance for the
temporal accuracy of unsteady computations. The order of magnitude of an appropriate
time step size can be estimated by the ratio between typical cell size and characteristic
flow velocity. Furthermore, there are other important issues to be considered while
setting a time-step size. The followings are very important and should be taken into

consideration for accurate simulations:

e Time-step should be small enough to resolve time dependent features and

turbulent quantities.

e Time step size can be chosen according to a known period of fluctuations by

which the unsteady characteristics of the flow can be resolved.

e The amount of blade motion is determined by the defined time-step size as an
input. FLUENT emphasizes that “the amount of displacement in one time step

should not be more than half the cell size adjacent to the moving boundary”.

e Improper time step size can adversely affect the accuracy and stability of the

numerical scheme.

e The CFL condition (CFL < 1) should be satisfied if shock waves exist in the
flow field.
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A sensitivity study on the effect of azimuth angle increment was performed with
increments of 1.0, 0.2, and 0.1 degrees for HART Il computations in a prior numerical
study [38]. According to their results, BVI peaks could not be captured in the solution
obtained by using 1-degree increment. On the other hand, the results for 0.2 and 0.1
degree increments are in good agreement with experiments and the results of both
time-steps are also consistent with each other. In HART 1l tests, the blade tip Mach
number value is a little bit higher than ROBIN test cases. The impact of the time-step
size becomes even more dominant particularly, for both phase and magnitude
predictions when the flow field is transonic or supersonic. In such flow regimes, a
relatively small time-step value may be required in order to capture the blade passing
effect. In another numerical study, the CFD-FASTRAN flow solver has been used to
evaluate the performance of the code for the ROBIN test cases [40]. The authors stated
that the time step size was chosen small enough to make the computation stable. The
stable results have been achieved by using a 0.1-degree increment in the azimuth
direction. Moreover, in another numerical study, the solution was advanced with a time
step equivalent to 1-degree blade movement for the same ROBIN test cases by using
a specialized solver, FUN3D, [30, 37]. These prior studies show that using 1-degree
as time stepping can propose reliable results.

In Figure 4.1 (a), a total of 1-degree blade movement is represented by quarter-degree
turns. Considering the given references' results, it can be concluded that the selection
of the time-step value corresponding to 1 degree of the blade movement can provide
sufficient accuracy for the computation of flow physics, particularly because of the
properly captured time dependent geometrical changes of the blades in space and thus,
their effects on the flow field. This has been resulted in this way mostly because of the
negligible variations in flap and pitch motions occurring within the selected 1 degree
azimuthal increment, as shown in Figure 4.1 (a). Moreover, although a high enough
time-step size (corresponding to 1-degree blade movement) has been used by the
FUN3D code, the results obtained have been well correlated with experimental
measurements, because of its robust implicit solution methods. Relatively large time
step sizes can be assigned without any losses in the accuracy of a solution, in which
the high order implicit numerical schemes are used in both space and time, as in
FUN3D code. However, the question 'how large' can be answered by considering the

above listed significant items, which form the fundamentals for the time step size
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selection. Generally, for the moving boundary simulations, the time dependent
geometrical changes should be represented properly (this should be the major concern)

with a carefully determined time step size.

Rotation in +X-axis refers to Flapping motion. A » A
Rotation in +Y-axis refers to Feathering motion. ¢
Rotation in +Z-axis refers to rotor rotation direction.
X X
< <
4 <
(a) (b)

Figure 4.1 : Change in the blade's position: (a) actual, (b) imaginary.

Figure 4.1 (b) represents an arbitrarily generated imaginary situation and is not related
with examined test cases. For instance, in such a situation depicted by Figure 4.1 (b),
where enormous variations occurring in flap and pitch motions during the selected
time step size, the results may not be obtained accurately even by the FUN3D code, as
the change in the blade position is not represented properly in space. These variations
will be lost because of the large jump exists in the selection of the time-step. In one
hand, as shown in Figure 4.1 (a), the geometrical changes within the 1-degree
movement in azimuth direction are negligible. On the other hand, as shown in Figure
4.1 (b), even for the same time step size, the changes are at a significant level, which
can cause remarkable differences on the results. Briefly, which makes the selection of
time step size important is that the circumstances happening during this time interval.
Moreover, none of the solvers could produce reliable results if the time dependent
features (here; they are the changes in blade’s positions with time) are not properly
captured or represented, no matter how robust or fully coupled implicit schemes are
being used by the codes.

Furthermore, acceptable time step size is a code dependent parameter. Thus, even for
the same time step size, the obtained results produced by the two different solvers may
differ from one to another. The discrepancies are mostly because of the differences
found in the numerical schemes used by the codes. The only way to alleviate these
discrepancies is to carry out a time-step sensitivity study. Therefore, a sensitivity study
is carried out using 1.0, 0.5, and 0.25° blade motions as time stepping in the azimuth
direction. The analysis was performed for rotor only case (u=0.231). Figure 4.2 shows
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the obtained results for each of the four blades when using different time-step
increments. According to the figure, the prediction of thrust coefficient was not
affected much for the examined test case, but slight differences have been observed

due to the change in time-step selection.

—bladel, time step size: 1.0deg 0,0040
~—bladel, time step size: 0.5deg
—bladel, time step size: 0.25deg
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0,0010
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Number of Rotor Revolutions 2,000 2,125 2250 2375 2,500
—blade2, time step size: 1.0deg 0,0040
—blade2, time step size: 0.5deg
—blade2, time step size: 0.25deg
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40,0020
0,0010
0,0000
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Number of Rotor Revolutions 1,750 1,875 2,000 2,125 2,250
—blade3, time step size: 1.0deg 0,0040
—blade3, time step size: 0.5deg
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'0,0020
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Figure 4.2 : Time-step sensitivity study for rotor only case (u=0.231).

The accuracy of phase predictions remained the same. The minor discrepancies are
found in the prediction of magnitudes. The decrease in the time step increment had
made the prediction of thrust coefficient converged to a higher value where the peaks

found. The relative error found between the results of 1.0 and 0.5° time-steps is up to
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1%, whereas it is far below 1% when the results of 0.5 and 0.25° are compared. It is
evaluated that the results of 0.25° blade motion in the azimuth direction has given
similar results to those of 0.5°. Therefore, in the present study, the solution is advanced
with a time step equivalent to 0.5° blade motion in the azimuth direction, to both satisfy
FLUENT’s minimum time-Step requirements while also preserving the efficiency of
the computations.

Another important parameter influencing the accuracy of a solution is the solution
convergence. In this study, a particular attention has been given for the convergence
level of the solution obtained at each sub-iteration. Allowing five fixed sub-iterations
for each time step to carry out a practical engineering approach yielded a reduction of
the residual of two to three orders of magnitude. An acceptable convergence at each
time-step has been achieved without having any stability problems during the
computations. The root mean square (RMS) values are obtained below 107 for the
continuity, 107 for the momentum and 107%° for the energy equations (Figure 4.3).

—continuity —x-velocity — y-velocity — z-velocity
—energy —k —epsilon
1,E+01

1 E+00
1E-01
1E-02
1,E-03
1,E-04
1,E-05
1.E-06
L E-07 /\/\/\/\/\/\

1,E-08

Residuals

1,LE-09

1,E-10
23070 23075 23080 23085 23090 23095 23100
Iterations

Figure 4.3 : Convergence history for rotor only case (u=0.231).
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The number of sub-iteration can be increased to obtain a well-converged solution. This
could also be done with the predefined convergence criteria for each of the equations
to achieve a desired convergence level. Examining the effect of convergence level is
left as a future study to investigate the behavior of the FLUENT software. Therefore,
one should consider that a converged solution is not necessarily a correct one. For
transient calculations, a converged solution can only demonstrate the results obtained
with the chosen time step resolution. How the results would be like if a smaller time
step had selected? If the same or very similar results are obtained with smaller step
sizes then, it can be concluded that the chosen time step size is acceptable. Briefly, to
perform accurate unsteady simulations, both the chosen time-step size and the
achieved convergence level at each time-step should satisfy the requirements of the
examined flow condition. There needs to be one thing in order to talk about the
accuracy and precision of a solution. The results should be consistent with the
measured data. After all, an accurate and precise solution could be obtained.

4.5 Boundary and Initial Conditions

To represent the physical model, the flow variables on the boundaries are specified as
the boundary conditions. The solution accuracy depends on the appropriateness of the
chosen physical models and the specified boundary conditions. Therefore, the
boundary conditions should be considered according to physical processes in the
boundary region. Nonphysical effects can be seen on the region of interest because of
the use of inappropriate boundary conditions. For that purpose, generally, at the
beginning of the CFD computations, experiments are performed to simulate the
relevant flow problem with which the initial and boundary conditions of the problem
can be obtained. The initial and boundary conditions determined by the experiments
are being used as the inputs of the CFD code. Then, the results of the CFD code should
be correlated with the experimental measurements. The CFD code becomes reliable
when a satisfactory correlation between numerical and experimental results has been

obtained.

The first-type boundary condition is the Dirichlet boundary condition where this
condition specifies the value of the function itself on the boundary. The second-type
boundary condition is the Neumann boundary condition, which specifies the value of

the normal derivative of the function on the boundary. The Robin, Mixed and the
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Cauchy boundary conditions can be given as examples of other types of boundary
conditions, which involve a combination of Dirichlet and Neumann boundary
conditions, but with some slight differences in application. For instance, the Robin
boundary condition specifies a linear combination of values of a function and the
values of its derivative on the boundary. In a mixed boundary value problem, the
solution should satisfy a Dirichlet boundary condition for a part of the boundary, and
the solution at the remained part of the boundary should satisfy a Neumann boundary
condition. A Cauchy boundary condition specifies both the Dirichlet and Neumann
boundary conditions for a same boundary where the solution should satisfy both the

specified conditions at the same time [127].

The boundary conditions should be assigned according to the used formulation for the
governing equations. The governing equations can be written in a conservative or non-
conservative form. The implementation of the boundary conditions can be very
difficult, especially when conservative formulations are used. For compressible flow
computations, particularly when significant discontinuities such as shock waves are
present in the flow field, the use of conservative variables may provide advantages
over the primitive variable formulations. A better accuracy may be obtained using
conservative formulations, however; storage requirements for the field variables may
become quite extensive. In this study, the momentum and the energy are being
computed from the initially defined primitive variables such as the velocity (U,),
density (py), pressure (Py), and temperature (T,). The undisturbed free stream
condition has been assigned as an initial condition for the time-dependent

compressible viscous flow simulations.

A pre-consideration should be done before assigning boundary conditions to the walls.
Wall boundaries may be either stationary or moving. At a fixed-wall, no-slip
conditions are specified while carrying out a viscous flow simulation, where the flow
velocity should vanish on the wall surfaces (i = 0). Regarding the Euler equations,
where an inviscid flow assumption has been made, thus free-slip condition is specified
to the walls, which allows the presence of tangential velocities, whereas the normal
velocity should vanish (u,, = 0). For a moving (translational or rotational) wall, the
flow velocity on the wall surfaces should be the same as the wall velocity. Moreover,
wall boundaries can be either isothermal or adiabatic. The temperature is assigned to

the walls (T = T,,4;;) When specifying isothermal boundary conditions. For adiabatic
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boundary conditions, the normal heat flux, (VT -7 = 0), should be assigned as zero.
Here, T, q;; is the wall temperature, and 7 is the unit vector in the direction normal to
the wall surface. Furthermore, for turbulent flow simulations, wall roughness can be
specified on the solid surface to investigate the effect of wall roughness on the

turbulent flow characteristics.

Symmetry boundary conditions are frequently used in CFD computations when the
physical geometry of interest have a plane of mirror symmetry. This type of boundary

condition helps to reduce computational expense. Symmetry BC implies that the

normal velocity (i,, = 0) and normal gradients of all variables (qu -7 = 0) are zero
at the symmetry plane. In addition, symmetry BC can also be used to model an inviscid

wall.

Periodic boundary conditions are used when the flow pattern and other flow variables
have a periodically repeating behavior. The field variables are mapped from one side
to the other between periodic pairs, ¢(x;) = ¢(x,). Computational effort can be
reduced significantly depending on the periodicity angle. For instance, for a four-
bladed rotor simulation, only the quarter portion of the flow field can be modeled as
the computational domain. Thereby, computational costs may reduce to one fourth of
the whole configuration. The application of this boundary type can be found in Section
6.2. The interested reader may refer to FLUENT's theory manual [123] for further

information on other types of boundary conditions.

Moreover, the determination of the flow domain size is another important parameter,
which directly influences the accuracy of the solutions. Choosing an inappropriate
domain size is one of the most common errors made at the beginning of the
computations. The flow domain size can be determined based on the dimensions of
the wind tunnel where the experiments are conducted. In case of using actual wind
tunnel dimensions, the tunnel walls and the adjacent region should be represented with
a proper grid resolution in order to predict the blockage ratio accurately. Therefore,
modeling the actual wind tunnel would bring additional computational effort due to
the increased number of grid points in the near-wall region. In this study, the
aerodynamic interference effects between the main rotor and fuselage are primarily
focused on. In addition, it is aimed to perform an external flow simulation because of
a particular reason and thus, the actual tunnel dimensions were not used. It is intended
to analyze the interference effects not only in the rotor near field in which the flow is
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highly viscous and possibly compressible, but also in the entire wake region, to
observe and investigate the tip vortex formation and their evolution. Considering an
external flow simulation, inadequate choice of flow domain, especially the outlet
boundary, can significantly affect solution’s accuracy. Therefore, the size of the flow
field was determined as large as possible. The domain boundaries are formed by a
cylindrical shape and cover a region that is of 15 vehicle lengths to the upstream and
radial directions. The domain extends 30 vehicle lengths (or approximately 35 rotor

radii) to the downstream direction.

For compressible flows, free-stream condition at infinity can be modeled by the use of
pressure-far-field boundary condition with specified free-stream Mach number and
static conditions. Pressure-far-field BC uses Riemann invariants to determine the flow
variables at the boundaries. In our simulation, the density is calculated using the ideal-
gas law and the rest of the outer boundaries are placed far enough from the geometry.
Therefore, pressure far-field boundary condition is applicable. In this work, however,
Pressure Inlet and Pressure Outlet boundary conditions are assigned for all the outer
boundaries of the computational domain. FLUENT, do not use Riemann invariants for
the Pressure Inlet/Outlet boundary conditions. However, they are suitable for both
incompressible and compressible flow calculations. In FLUENT, for external flow
computations, pressure inlet boundary conditions can also be assigned to define a ‘free'
boundary, which allows the fluid in and out of the boundary face. In compressible
flows, the total pressure, static pressure, and velocity of an ideal gas can be obtained
from the isentropic relations to assign at a pressure inlet boundary. At a pressure outlet
boundary, the static pressure can be specified if the flow is subsonic. This condition is
convenient when the free-stream Mach number for the examined test cases is
considered. At the inlet, the total pressure, total temperature and flow angle are
specified, and at the exit, a fixed static pressure is specified. Upper half of the
cylindrical boundary is defined as a Pressure Inlet where all the specifications assigned
for the Inlet boundary were kept the same. The lower half of the cylindrical boundary
is defined as the Pressure Outlet with a specified fixed static pressure. Medium
turbulence level is assigned at inlet sections by defining the turbulent intensity as 5%
and five for the viscosity ratio. Wall boundaries are assumed to be adiabatic and

viscous (no-slip).

37



4.6 Methods for Modeling Rotating Bodies

FLUENT presents choices for the flow around a stationary or a moving/rotating object
by solving the equations of fluid flow. Moving reference frame, sliding mesh and
dynamic mesh techniques can be used to simulate flow over moving/rotating bodies.
The moving reference frame (MRF) is one of the most preferred CFD modeling
technique to simulate rotating bodies. It is a relatively simple and robust technique;
however, it works in a steady-state manner. MRF provides a weak interaction between
the rotating reference frame and the surrounding stationary volumes. However,
moving mesh techniques, which provide strong interactions between the rotating zone
and the surrounding stationary volumes, can be used for the solution of moving
boundary problems. Sliding and dynamic mesh techniques available in FLUENT can
be given as the examples of moving mesh techniques. Moving mesh technique is based
on the unsteady numerical solution procedure where the grid velocities are assigned to
the mesh elements representing the moving/rotating bodies. Moving mesh technique
also provides a better solution accuracy compared to MRF approach. However, the

computation time takes much longer than that of a solution obtained by MRF approach.

4.6.1 Moving reference frame

Many problems require the equations to be solved in a moving reference frame. A
rotating blade of a rotor is such a case. For the application of this technique, the fluid
domain should be generated within a moving reference frame definition. Single or
multi reference frames can be created according to the complexity of the problem. For
instance, if more than one rotor is to be analyzed, then a multiple reference frame
definition is needed. In this approach, the actual rotating wall boundaries are assumed
to be stationary. For implementing the effect of rotation, the non-wall boundaries
(cylindrical, spherical) are assumed to be the surfaces of revolution. A constant speed
of rotation is assigned to the fluid volume. Knowing its limitations, for most of the
engineering problems involving rotational parts, MRF technique is preferred due to its
robustness and simplicity. The moving reference frame (MRF) and mixing plane (MP)
models are models that are applied to steady-state cases, thus neglecting unsteady
interactions. Therefore, the blade passing effect, which is an inherently unsteady event,
cannot be obtained by the MRF approach.

38



4.6.2 Sliding mesh technique

The sliding mesh model does not neglect unsteady interactions. The relative motion of
stationary and rotating components can be handled by the sliding mesh technique. The
application of the sliding mesh technique is very similar to that of MRF where the
rotating and stationary domains have to be created once again. However, this time, the
volume meshes representing the rotating domain actually rotates. The sliding mesh
model is an accurate method for simulating unsteady flows in multiple moving
reference frames. Nevertheless, the sliding mesh technique is more computationally
demanding compared to moving reference frame approach [123]. In the sliding mesh
technique, two or more cell zones (e.g. for coaxial rotors) are used to model the blade
motion when the motion of the cell zones is relative to each other along the mesh

interface. Node alignment along the mesh interface is not required.

4.6.3 Dynamic mesh technique

Another moving mesh capability available in FLUENT is the dynamic mesh technique.
The dynamic mesh technique is possibly the most general one to simulate flows
involving moving and deforming cell zones. The mesh motion can be assigned to a
fluid volume that surrounds the rotating body to provide the rigid mesh motion of this
rotating domain. Moreover, the mesh motion can be assigned to particular mesh
elements such as the blades or any other rotating parts to enable the motion within a
deforming mesh by taking the advantage of re-meshing facility. The integral form of
the conservation equation for a general scalar (¢), on an arbitrary moving control
volume can be written as in equation (4.1), [123]. In the equation, p is the fluid density,
i is the flow velocity vector, i, is the grid velocity of the moving mesh, T is the

diffusion coefficient, and Sy is the source term of the scalar (¢). dV denotes the

boundary of the control volume. The time derivative term can be written by using a

first-order backward difference formula, which is given by equation (4.2),

d . .
— | ppdV + [ pp(di—1,)-dA= | [Vd-dA+ | SpdV (4.1)
| e ] et

d _ (pdpV)™t — (ppV)™

i J ppdv = v (4.2)
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The volume at n + 1¢" time level is computed from,

v
yntl —pyn 4 d—tAt (4.3)

where dV /dt is the volume time derivative of the control volume and its computation

is given by equation (4.4) in which the mesh conservation law is being satisfied.

nf
E:fug-dA=zug,j-Aj and g Aj == (4.4)
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ov

n; denotes the number of faces on the control volume and A; is the face area vector.

8V; is the volume swept out by the control volume face j over the time step At.

The Geometric Conservation Law (GCL) states that the volume time derivative of the
control volume must be equal to the summation of the volumes swept out by the
control volume faces over the time step At, which is shown in equation 4.4. The

compressible ALE continuity equation can be written as

d —
| v+ [ n- (- ig)pdE = 0 (45)
14 av

For p =1, and V- u = 0, the continuity equation takes the following form, which is

the mathematical description of the GCL.

d - —
afalV— fn-ugdAzo (4.6)
v av

The first term of above equation denotes the volume time derivative of the control
volume and the second term is the volume swept out by each control volume face.
Spurious numerical oscillations may occur if the numerical algorithm do not obey the
GCL. However, a numerical scheme always provide a constant solution being
independent of the mesh motion, when the GCL is satisfied at the discrete level. The
volume time derivative can be found by using a first-order backward difference
formula, which is applied in equation 4.3. Now, the first term of equation 4.6 can be

rewritten as
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dV Vn+ 1 _ Vn

— = 4.7
dt At 4.7
The second term of equation 4.6 can be rewritten as
ny
f i, dE = ) 7,4 (4.8)
v J

The velocity is the change in position within a time interval. The displacements of the
face centroids between two subsequent time levels can be used to estimate the grid

velocity. Since i, is the grid velocity, it can be written as follows:

n+1 n
- _X¢c = T X¢

Uy = Y (4.9)

where x? and xZ** are the geometric centroids of the control volume faces at time

levels n and n+1, respectively. Embedding equation 4.9 into 4.8 yields,

n

5

where A;" and Aj’-‘+1 are the face area vectors at time levels n and n+1, respectively. In

(4.10)

xZHL— xR AP+ AT
At 2

the light of the equations of 4.7 and 4.10, the equation 4.6 can be written as follows:

nf
Vn+1At— A Z ng“At— xgl A}l+12+ aF 0 (4.11)

]
A user defined function (UDF) is needed to assign the prescribed body motion to the
relevant mesh elements. The UDF is written to invoke azimuthal variations of the flap
and pitch motions of the blades as a first order Fourier series. The spring based
smoothing method is often used in the present dynamic mesh approach. In this method,
the number and the connectivity of the mesh nodes do not change during the motion.
Unless the cell zone encounters an excessive anisotropic stretching or compression,
the sustainability of the mesh motion can be provided by the spring based smoothing.
Otherwise, the cell quality can deteriorate and negative volumes can occur. The solver

invokes re-meshing methods to prevent this problem. At this time, the connectivity of
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the mesh elements are no longer the same since the volume mesh is updated. Data from
the previous mesh is interpolated onto the newly generated mesh with a zero-order
remapping algorithm. Several re-meshing methods are available in FLUENT,;
including local face re-meshing, local cell re-meshing and zone re-meshing. The solver
marks cells that violate the skewness or size criteria and locally re-meshes the marked
cells. The cell zone re-meshing is used if local re-meshing is not able to reduce the

maximum cell skewness sufficiently.

In the spring-based smoothing method, the spring stiffness can be controlled with an
appropriate selection of the spring constant factor. Spring constant factor takes values
between zero and one. Assigning a value of zero results in more influence on the
motion of the interior nodes away from the moving boundary. On the other hand, the
displacements at the boundary nodes will be at a maximum when it takes value of one.
If the simulation model contains deforming boundary zones, the boundary node
relaxation factor can be included into an iterative equation where the positions are
updated using a Jacobi sweep on all interior nodes. A value of zero for the boundary
node relaxation factor inhibits deforming boundary nodes from moving, whereas a
value of one means that no under-relaxation is imposed, which fully permits the
motion of the nodes on the deforming boundaries. The solution of the iterative equation
can be controlled using the values of Convergence Tolerance and Number of

Iterations. The iterative process continues until one of these two criteria are met.

In the present study, the dynamic mesh approach is applied to carry out unsteady
compressible flow analyses around a scaled helicopter model, the so called ROBIN
geometry. The present study introduces an affordable methodology to handle the
complex interactional rotor-fuselage aerodynamics problem. However, further
improvements may be possible on the application of the technique. In the current case
setup, the solver searches for the volume mesh element quality according to a
predefined threshold value at each time-step while the application of the dynamic mesh
technique. The invoke of re-meshing algorithm can be delayed by finding a logical
time interval in which the utilization of the spring analogy is sufficient and when re-
meshing is unnecessary. With such an approach, as a result of the reduced checks, a
significant reduction in computation time may be achieved, which results in a further

improvement of the present methodology.
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5. TURBULENCE

5.1 Introduction

Analytical and semi-analytical solutions for simple flow cases have been already
known by the early 50's. However, analytical solutions do not exist for most of the
flow cases, especially for the complex ones. Therefore, the solution of complex flow
problems is established numerically through a variety of computational methods. The
direct numerical solution of the Navier-Stokes equations is one of the best ways for a
better understanding of the physical flow phenomena. The turbulent motion of fluids
with all its aspects can be represented by the Navier-Stokes equations, since all the
essential forces such as pressure, inertial, viscous, surface tension, gravitational forces
and other external forces acting on the fluid particle are entirely included. It is worth
noting that, the Navier-Stokes equations involve nonlinear partial differential
equations, which are in a highly coupled form. Solving a huge nonlinear system of
equations for large-scale problems, particularly when dealing with complex industrial
flow applications, may pose an insurmountable barrier to accessing the solutions, since
even with todays most advanced computing facilities the computational cost of DNS
is very high, and is said to be infeasible. Therefore, fully realistic flow field predictions
may be achieved with further advancements in computer-related technologies. Due to
limitations in computing power, researchers seek other ways to propose affordable
solutions for how to overcome the difficulties exist in solving the complex turbulent
flow problems. In fact, almost all real engineering problems are turbulent. Turbulence
modeling is, therefore, of crucial importance to propose turbulent statistical solutions
to the challenging engineering applications, while considerably cutting down the

computational costs.

Today, several turbulence models ranging from the simplest to the more sophisticated
ones are available thanks to the many studies done in the turbulence research field.
Turbulence models can be categorized in several types according to the level of
approximation made. The first level approximation, which can be referred to as the

advanced models, is the Large Eddy Simulation (LES) model where the Navier-Stokes
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equations are spatially averaged through filtering operations in which the turbulent
structures at grid-scale (large eddies) are directly resolved and the sub-grid scale
turbulent structures (small eddies) are modeled via using sub-grid scale models.
Detached Eddy Simulation, which can be given in this category, is a hybrid technique
where the entire boundary layer region is modeled by eddy viscosity models and the
outer fully turbulent part of the flow field is directly resolved. Another example of the
advanced models can be given as the Reynolds Stress Models (RSM), also known as
the Reynolds Stress Transport (RST) models, where individual Reynolds stresses are
directly computed by solving additional six differential transport equations. Each of
the individual Reynolds stresses are solved for the closure of the momentum equation
where this method of closure is also called as the second-order moment closure.
Moreover, advanced models can be expanded to include the nonlinear eddy viscosity
models (NLEVM). In these models, more than one term are taken into account from
the Taylor series expansion of the eddy terms to relate the mean turbulence field to the
mean velocity field using a nonlinear function. For instance, algebraic Reynolds stress
models (ARSM) are in this group. On the other hand, the linear eddy viscosity models
(LEVM) can be categorized in a group in which the level of approximation is reached
to a maximum. These models depend on the Boussinesq hypothesis where Reynolds
stresses are modeled using an expression for the turbulent (eddy) viscosity. The
computation of the turbulent viscosity differs for each of the turbulence models. This
group can be further classified according to the number of the differential equations
(e.g. zero equation (algebraic) models, one equation models, two equation models and
so on) to be solved. A decrease in the number of equations yields the simpler forms of
modeling. The level of complexity for the turbulence models listed here is in
decreasing order. The decrease in the complexity level provides a remarkable

reduction in the computational effort.

Turbulence models are embedded into the popular commercial CFD codes in order to
be able to perform the analysis of extremely turbulent flow fields in a cost-effective
way. As a result of that achievement, simpler models can now be used for the
prediction of large-scale turbulent flows around complex geometries, since the
accurate prediction of the mean turbulent flow quantities are sufficient for practical
design and engineering applications. However, there are still many ambiguities in

turbulence modeling, and thus no universal turbulence model exists yet. Different
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turbulence models may produce different solutions. Therefore, a comprehensive
understanding of physical flow phenomena is required in both derivation and
application of these turbulence models. The flow variables to be evaluated can be
drastically affected by the flow regime (e.g. turbulent flow); therefore, turbulence
models need to be developed for particular flow conditions [117, 128-130]. Moreover,
the turbulence model should be selected based on the flow regime to be examined,
since each flow field has its own specific characteristics. The uncertainty mentioned
here can be reduced to a minimum level by the utilization of advanced numerical
techniques and sophisticated turbulence models. These advanced models may also
assure realistic and detailed flow field predictions. However, the computational power
requirement may still be at an excessive level. In this regard, a turbulence model can
only be considered as a good one when the acceptable accuracy level within a moderate

computational time is being provided.

Up until now, flow fields around rotating bodies have been simulated by using a
variety of turbulence models such as RANS/URANS, DES and LES [131-135]. Due
to their high accuracy, the use of DES and LES techniques became very important in
many engineering applications, for example the aerospace industry. However, these
techniques have not become very widespread in use because of the requirement for
excessive amount of computing resources. Despite the availability of high-speed
computing facilities, these techniques still cannot be treated as practical solution
approaches [136-138]. On the other hand, the solution of the Reynolds-Averaged
Navier-Stokes (RANS) equations is a conventional approach to flow simulations, since
all the turbulent motions are modeled. This provides significant savings in

computational resources and makes the model appealing for practical applications.

5.2 Typical Features of Turbulence

The turbulence is always three dimensional and rotational. Moreover, turbulent flows
are chaotic, random, highly irregular, diffusive and dissipative, which therefore yields
a rapid change in the flow variables in both space and time. Due to that feature,
turbulence problems are generally examined statistically rather than deterministically.
Furthermore, vortex stretching is a typical feature of turbulent flows and does not exist
in two dimension. Vortex stretching causes the production of the Reynolds stresses,

which then results in velocity fluctuations, and therefore responsible for the energy
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transfer between all wavelengths. Vortex structures proceed towards to the primary
flow direction for a fairly long time, and therefore they are not local. The larger flow
structures gradually transforms into smaller structures until their Kinetic energy can be
converted into heat. Viscous shear stresses are responsible for converting the kinetic
energy into internal energy. This process occurs really quick and results in rapid
dissipation of turbulence. Therefore, energy source should be permanent to sustain
turbulent flow, [128, 139].

5.3 Turbulent Length Scales

A wide range of time and length scales exist in the flow field characterizes turbulent
flows. The physical quantity, which is used to describe the size of the large eddies
comprising the great amount of kinetic energy is called as the integral length scale, £.
The size of the largest eddies is determined by the domain boundaries of the flow field.
The effect of viscous dissipation determines the size of the smallest eddies. The
interaction between large scales results in loss of the kinetic energy, which causes the
formation of smaller scales. In other words, the kinetic energy is transferred from the
largest scale to smaller scales through the cascade process, [140-142]. The prediction
of the effects of cascading process can be very tough due to the existence of many
different length scales in the flow field. Therefore, in order to perform an accurate
viscous flow simulation, the turbulence model should capture the influence of each
length scale properly. However, determining the contribution of each length scale
forms the main difficulty of turbulence modeling. The Taylor macroscale is an
intermediate turbulent length scale, which falls in between the large eddies and the
small eddies. Above the Taylor macroscale, the viscous effects are not strong and thus,
the motions of these larger length scales are generally referred to as the integral range.
Viscous stresses at the smallest scales are increased as the frictional forces increase.
After reaching the smallest eddy dimension, or below Taylor macroscale, the kinetic
energy of the eddy is dissipated into internal energy by the viscous shear stresses.
Therefore, these scales are also called as the dissipative scales or Kolmogorov scales.
The viscosity and dissipation have a significant effect on the determination of the
energy cascading process. Thus, these quantities can be related with the length scales

of the flow field. The turbulent velocity scale (u,), the Kolmogorov length scale (z),
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and the time scale (z) can be written in terms of the kinematic viscosity (v) and

dissipation (&), [139]. These relationships are given in equation (5.1).

u, = e)'’*, n =3/, 1= (v/e)!/? (5.1)

5.4 Direct Numerical Simulation (DNS)

A complex flow field involves a wide range of spatial scales, from the smallest
dissipative scales, up to the integral length scales. Direct Numerical Simulation (DNS)
provides all the detailed and statistical information of the flow field without a need for
further approximation for the solution of the governing equations, since the Navier-
Stokes equations are solved directly for a particular geometry in which the whole
spectrum of turbulent scales are being resolved. Therefore, DNS can be regarded as a
numerical experiment, which allows a way to get a better insight into the physics of
turbulence phenomenon. All the instantaneous flow variables can be analyzed and any
physical quantity or the relationship between quantities can be gathered with a high-
level of accuracy by the utilization of DNS. Sometimes this may not be operationally
feasible and/or possible with experimental measurements, since locating numerous
pressure probes in many different places of the flow field may lead to disturbances,
which are actually irrelevant from the desired data to be retrieved. Therefore, DNS is
a very powerful tool to investigate the turbulent flow characteristics and provides for
improvements to the turbulence modeling. However, DNS becomes computationally
prohibitive for most of the industrial engineering problems, especially when the
Reynolds number gets larger. The required computational cost for DNS is proportional
to the third power of the turbulent Reynolds number. Consequently, the disadvantage
of DNS is that it requires extremely fine meshes and short time-steps; which therefore
yields huge computational costs, even today’s largest supercomputers may not be
suffice to handle it, and thus it can only be applied to flows with low Reynolds numbers

and simple geometries. Currently, DNS is not available in FLUENT.

5.5 Large Eddy Simulation (LES)

LES is a technique that falls between DNS and RANS in terms of the computational
cost required. In LES, the resolved spectrum only involves the large eddies. Moreover,

the small eddies are modeled via using a variety of sub-grid scale (SGS) models. Large
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eddies are responsible for the transportation of momentum, mass, energy, and other
passive scalars. Large turbulent scales are more flow-dependent. The geometry, initial
and boundary conditions of the flow problem characterizes the large eddies where
anisotropic turbulence eddy fluctuations are mostly present in the flow field. However,
small eddies are less dependent on the geometry and tend to be more isotropic
compared to large scales. This feature of the small eddies makes them more universal,
which allows their modeling by using turbulence models. In order to remove sub-grid
fluctuations from resolving, the filtering functions are being applied in LES model.
The sub-grid scale stresses are unknown, and require modeling. Smagorinsky-Lilly,
Wall-Adapting Local Eddy-Viscosity (WALE), Algebraic Wall-Modeled Large Eddy
Simulation (WMLES) and the Kinetic Energy Transport (KET) are the available sub-
grid scale models in FLUENT, [123]. Incorporating the SGS models makes the LES
model computationally affordable compared to DNS. Moreover, using a wall-modeled
LES reduces considerably the computing costs, as compared to a full wall-resolved
LES. In wall-modeled LES models, coarser mesh and larger time-step sizes can be
assigned, since only the large eddies is being resolved. However, it is noteworthy to
mention that any kind of LES models still require considerably finer meshes than those
used for RANS calculations. Moreover, LES calculations require an adequately long
flow-time solution to obtain stable statistics of the predicted flow field. Therefore, LES
computations are run generally orders of magnitudes higher than that required for
steady RANS calculations. As a result, there is a need for more memory (RAM) and
CPU power in order to carry out a LES simulation. To summarize, high-performance
computing (HPC) is a necessity for LES, especially for industrial engineering
applications involving very high Reynolds numbers such as unsteady rotor-fuselage

interactional aerodynamics problems.

5.6 Detached Eddy Simulation (DES)

Detached Eddy Simulation (DES) is a hybrid technique used for the prediction of
highly separated turbulent flows at high Reynolds numbers. In this method, the entire
boundary layer is computed by RANS modeling and the remained part of the
computational domain is resolved with a LES treatment. DES technique can be
properly applied with lesser grid points than are there in LES meshes. This feature of

DES makes it computationally more affordable when compared to LES [143].
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Nowadays, in most of the LES studies, the near wall region is modeled by complex
wall models [144] or modeled using different analysis techniques (hybrid RANS /
LES) [145]. The most widely used technique in industrial applications is the DES
method developed by Spalart [146].

In DES analyses, RANS based turbulence models (S-A, k-w, k-g, etc.) are employed
to model the small-scale turbulent fluctuations in the near-wall region of the boundary
layer, whereas the computations of large turbulent structures are similar to LES.
FLUENT provides three different DES models to the user,

e Spalart-Allmaras based DES model
¢ Realizable k-¢ based DES model
e SST k-w based DES model

The sub-grid stress term found in the momentum equation is responsible for the energy
transfer between the modeled small-scales and the resolved large-scales. It is useful to
keep in mind that sub-grid stress dissipation effects can occur in two ways during the
energy cascade process, depending on whether the energy transfer is from the grid-
scale to sub-grid scale or vice versa. Actually, this interaction is predominantly from
larger to smaller scales and is referred to as the forward scattering. In the viscosity-
affected regions, the pressure and velocity fluctuations are at remarkably high
frequencies. In LES, sub-grid scale models are used to filter the small-scale turbulent
fluctuations where the dissipation effects are dominant. Moreover, the use of
appropriate SGS models is of center significance, especially for the accurate
calculation of the resolved vorticity field, since the dissipation effects may also affect
the larger turbulent scales (low-wave numbers) through a backward scattering process
[147, 148]. Therefore, the most critical point in DES analyses is the determination of
the transition from RANS to LES (Figure 5.1).

Fluid {——=-=--—~~
RANS / a

Solid -

Figure 5.1 : A schematic view of the transition region in DES Method.
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Spalart—Allmaras turbulence model has been developed for subsonic flow around
airfoils, boundary layer flows, etc. [146]. Spalart, who introduced the use of this eddy
viscosity model, carried out the first DES application found in literature. In this model,
turbulent eddy viscosity is obtained by solving a transport equation. In the S-A based

DES formulations, the distance to the nearest wall, d, is obtained as follows;
d = min(d, Cpgsd) and A= max(A,A,,A;) (5.2)

DES calibration constant (Cpgs) depends on an empirical derivation and has a value of
0.65. A, is the maximum local length of the mesh element generated on the wall
surfaces. The transition from RANS to LES is ensured when the maximum local grid

spacing (A) is less than the distance to the nearest wall, d.

During the computation, early transition to LES formulation can occur due to the
uncertainty at the boundary layer region. Activation of LES formulation inside the
boundary layer is an undesired situation because of the presence of small-scale
structures. Delayed-DES (DDES) formulation can be enabled by the user to avoid
early transition to LES mode;

d=d- f;max(0,d — CpgsA) and f; =1 —tanh((87,)%) (5.3)

Several studies in the literature showed that the vortex structures, detachment and
reattachment regions in the complex unsteady flows could be more accurately
predicted by DES method [149-151]. Briefly, the boundary layer and flow separation
must be computed accurately in order to obtain precise force (drag, lift, etc.)
calculation within a small amount of error. It is obvious that a considerably fine mesh

resolution is still needed for a proper implementation of the DES method.

5.7 Reynolds Averaged Navier-Stokes (RANS) Models

The RANS based turbulence models have been widely used to investigate the
turbulence flow field, and thus become a useful tool in many engineering applications
due to their compact modeling, ease of use, comparable accuracy, and relatively
inexpensive computational costs. Here, the derivation of the RANS equations are not

shown explicitly; however, the idea behind the approach is discussed in brief. The
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continuity equation, or the equation for conservation of mass, can be written in
the most general form using Cartesian tensor notation:
dp

0
% +a(pu) = (5.4)

where S,,, represents the mass source generated due to a phase change in the flow
solution (i.e. vaporization of liquid droplets). Moreover, S,, may also be used to

represent for any other sources. For a continuous phase, the continuity equation reads
-+ —x (pui) =0 (55)

For incompressible flows, since density (p) is assumed to be constant, the continuity
equation implies that the divergence of velocity field is zero everywhere. In other

words, the local volume dilation rate is zero.

aul-
axi

=0 (5.6)

The equation for conservation of momentum for a compressible Newtonian fluid can

be written in the most general form using vector notation:

%(pl_i)+V(p1_iz_i) — _Up4V- (um(vm(va)T) _ ;um(v : a)l) +F G

where p is the fluid density, u is the fluid velocity, p is the fluid pressure, p,, is the
fluid dynamic (molecular) viscosity, I is the unit tensor. The first two terms in the left
hand side of the equation are the inertial forces: where the leftmost one is the
instantaneous acceleration and the second one is the convection term. The first term

on the right hand side represents the pressure gradients, and the second term denotes

the divergence of viscous dissipation. Finally, the last term (17") is the force vector
including the gravitational body force and external body forces. The momentum

equation can be written using tensor notation:

( )+ ( )_ ap+6 aul au] 26 duy, N -
Pt pHit ax, o \Fm\ax, T ax, 3% o, (58)
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where §;; is the Kronecker delta function (0 if i # j, 1 if i =j). The governing
equations of compressible flow can be simplified for adiabatic incompressible flow,
since the assumptions made imply that the density is independent of both pressure and
temperature, and thus it can be considered as a constant in both space and time.
Moreover, the viscous forces can be further simplified by incorporating the continuity
equation (5.6) into the momentum equation (5.8), where the dilatation term vanishes
because the divergence of the velocity is equal to zero (V-u = du,/dx;, = 0).
Furthermore, neglecting the external body forces, the conservation of momentum

equation now reduces to

ou;  O(ww) ap 0 ou; Oy
—t— | =——+— —+— 5.9
P <6t T ax, ax; *ax; \Fm\ax, T ax, 9
where i = 1, 2, 3 and summation is assumed over j = 1, 2, 3. Here, u; is the

instantaneous velocity component in the x; direction, p is the instantaneous pressure.
The instantaneous velocity and pressure are decomposed into the mean and fluctuating
components to obtain the mean continuity and the Reynolds-averaged Navier-Stokes
(RANS) equations.

u=1u+u and p=p+p (5.10)

Substituting equation (5.10) into equation (5.6) and (5.9), and averaging leads to

o7,
= 5.11
ax, 0 (5.11)
ow;  a(u;u;) op 0 ou; 0w\ 0ty
) o () |+ 12
P (E)t T ox, ox, oz \"m\ax, Tax ) ) o, (512)

Reynolds decomposition and averaging produces additional variables, which appear
in the numerator of the last term in equation (5.12). Most methods of analysis result in
more unknowns (here, Reynolds stress tensor, 7;;) than equations and this situation is
known as turbulence closure problem. These Reynolds stresses must be modeled in
order to close the equation. However, it is hard to find available relations for the
Reynolds stress tensor, which is a symmetric tensor with six independent unknown

turbulent stress terms given by equation (5.13). Normal stresses are placed in
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the diagonal of the matrix, whereas the shear stresses appear in the symmetric lower
and upper triangular portions. Constitutive relations can be found for viscous stresses.
It may be inquired whether the similar deductions can be made for the Reynolds stress.
However, there is a huge distinction between Reynolds stress and viscous stress.
Viscous stress can be thought as the property of a fluid. Thus, the constitutive relations
can be determined by separate experiments. Once these relations are obtained, several
flow simulations for this particular fluid can be performed. On the other hand,
Reynolds stress can only be the property of the flow itself, and not of the fluid.
Reynolds stress may vary for different type of flows and thus, constitutive relations

cannot be written [117].

u'?2  u'v. u'w’
wu = (v vz vw (5.13)
Wlul WIVI WIZ

In the RANS based turbulence modeling, many approaches are based upon the
Boussinesq hypothesis, which defines the Reynolds stresses in terms of the known
averaged quantities through the eddy viscosity concept. By this way, all the turbulent
motions can be modeled, which, therefore, ensures reduced computational effort. In
this approximation, the eddy viscosity is assumed to be an isotropic scalar quantity,
which is considered as the disadvantage of the model. For a Newtonian fluid,
Boussinesq hypothesis [152] relates the Reynolds stresses to the gradients of the mean

velocity field through a simple relationship given below

_ —— 2 0duy 2
Tij - _Puluj = z,utSU - §‘uta_xk§l} - §pk61} (514)
H 2 ax] (')xi )

In above equations, u, is the turbulent dynamic viscosity, S;; is the mean strain-rate
tensor where u; is the mean velocity component in the x; direction. For isentropic

incompressible flows, the Reynolds stress tensor loses its trace and reduces to
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The final set of RANS momentum equations for an adiabatic incompressible flow in

the tensor notation form are as follows,

ow; 0(u;u)) 19p 0 ot;
P e e P/t S — 5.17
at * 0x; p 0x; * 0x; v 0x; ®17)

where v = w,,,/p and vy = u;/p.

The RANS approach provides significant savings in computational resources
compared to DES, LES and DNS formulations, while ensuring reliable flow field
predictions through mean turbulent quantities, which is sufficient for practical design
purposes. The present numerical simulations were carried out using RANS based
turbulence models, which allow one to use relatively coarse meshes. This feature is
very suitable for the methodology presented here, since re-meshing, currently, can only
be performed by using a single CPU. Thereby, an affordable methodology has been
introduced to handle the complex interactional rotor-fuselage aerodynamics problem.

5.7.1 Zero equation (Algebraic) models

In eddy viscosity models, an expression is needed for the turbulent viscosity. The
dimension of turbulent viscosity is same as kinematic viscosity, which is equivalent to
[m?/s]. A dimensional analysis would produce the relationship between the turbulent
viscosity and other turbulent parameters. For instance, in order to find a same
dimension with the turbulent kinematic viscosity (v;), it is logical to use the turbulent
velocity and turbulent length scales, which are the most effective parameters of
diffusive transport [139].

Ve & ul,, (5.18)

In above expression, turbulent velocity scale (u) and turbulent length scale (1,,)
constitute the characteristic for the large turbulent scales. Algebraic turbulence model
uses the velocity gradient as a velocity scale and some kind of physical length scale as
the length scale. For instance, the following equation can be written for boundary layer

flows,

v, = [2,|0U/dy]| (5.19)
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Above equation is known as the mixing length model where y demonstrates the
coordinate normal to the wall and [,,, is the mixing length. The underlying problem of
the model is that [,,, is an unknown and there may be some difficulties in determining
a proper one [139]. Van Driest has published a viscous damping correction for the
mixing-length model in 1956 [153]. Cebeci and Smith published a modified version
of the eddy viscosity/mixing-length concept for the prediction of attached boundary
layers in 1974 [154]. Moreover, Baldwin-Lomax model is an algebraic model and has

been used widely in aerodynamics [155].

5.7.2 One equation models

In one-equation models, one transport equation is solved usually for the turbulent
kinetic energy, whereas the unknown turbulent length scale is determined using an
algebraic expression [156, 157]. The length scale can be taken as a ratio between the
boundary layer thickness and the width of a wake. Prandtl's one-equation model,
Baldwin-Barth model, Spalart-Allmaras model, Rahman-Agarwal-Siikonen model
can be given as the examples of the most popular one-equation models [130]. A
general expression for an algebraic length scale cannot be written for most of the flow
types. This situation forms the main disadvantage of this type of models. Nevertheless,
some studies have been found for the computation of the turbulent length scale in a
more general way [158, 159]. Menter [159] showed that a two-equation model
(standard k-¢) can be transformed into a one-equation model based on only two
assumptions. The author stated that the diffusion coefficients in the transport equations
for k and ¢ are the same, thereby a reduction in the number of coefficients can be
obtained. The second assumption depends on the Bradshaw's relation [160], which is
exact for equilibrium flows, where the production and dissipation of the kinetic energy
are equivalent to each other.

5.7.3 Two equation models

In this section, the formulations of extensively used two-equation eddy viscosity
models have been discussed briefly. For instance, in section 6.1.2.3, four widely used
turbulence models are tested to assess the accuracy and suitability of the models for
calculating the drag forces acting on an isolated fuselage geometry. The interested
reader may find further information on other available turbulence models from the
FLUENT's theory manual [123].

55



5.7.3.1 The realizable k-¢ model

The Realizable k-¢ (RKE) turbulence model is consistent with the physics of turbulent
flows while satisfying certain mathematical constraints on the Reynolds stresses. This
model is called as “Realizable”, since it ensures the positivity of normal stresses and
Schwarz inequality for shear stresses. An alternative formulation for the turbulent
viscosity is used in the Realizable k-¢ model, which differs from the standard k-¢
(SKE) model. Another difference is that the Realizable k-¢ model uses a modified
transport equation for the dissipation rate, which has been derived from the mean-
square vorticity fluctuation. Realizable k-¢ model is capable of providing more
accurate results than the other types of k- models, especially when finding solutions
for flows involving rotation, recirculation, and separated boundary layers under strong
adverse pressure gradients. In the Realizable k-¢ model, the modeled transport
equations for turbulent kinetic energy (k) and turbulent dissipation rate (g) can be given
as [123],

a(1<)+a(1<)—a( +”t)ak+c +G Yu+Sc  (5.20

% (pe) + (o)
gt P T g \PEY
0 ,ut) asl g2
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In above equations,
C; = max[0.43,(n/n+5), n=Sk/e), S=(2S;5)"? (5.22)

The generation of turbulence Kkinetic energy due to the mean velocity gradients is
represented by Gi. Moreover, G, represents the generation of turbulence kinetic
energy due to buoyancy. The contribution of the fluctuating dilatation to the overall
dissipation rate is represented by Yy. Sk, and S, are source terms. C,, and C;, are
constants. Cs. is used to determine the effect of the buoyancy and is calculated
according to the following relation: C5, = tanh |v/u|. The turbulent Prandtl numbers

for k and ¢ are represented by oy, and oy, respectively. S is the modulus of the mean
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rate-of-strain tensor. The model constants are; C;. = 1.44, C, = 1.9, o, = 1.0, and
o, = 1.2. The turbulent viscosity is v, = C,k*/e. Here, C, is not a constant. C, is a
function of the mean strain and rotation rates, the angular velocity of the system

rotation, and the turbulence fields [123].

. _ 1 o [ Ao =404 PO S
h e W {A = \/Ecosqb} and ¢ = 3% ( ) (5.23)
Ap + As— S
Sl'ijkSki ~ 1 auj aui
14 ZT where S = fSijSl-j and Sij ZE a—xl-F% (524)
ﬁij = Qyj — 2gjpw and Q5 = ﬁij — &jjr Wk (5.26)

5.7.3.2 The renormalization group (RNG) k-¢ model

The RNG model takes its name from a mathematical technique called “renormalization
group” methods. The equation of the dissipation rate in the RNG k-g model has an
additional term, which improves the accuracy for swirling flows. Moreover, the
turbulent Prandtl numbers are represented by an analytical formula while they were
constants in the standard k-€ model. Furthermore, the effective viscosity calculation in
the RNG model depends on an analytical formula, which provides more reliable results
for low-Reynolds number effects in case of considering an appropriate treatment of
the near-wall region. Briefly, RNG k-¢ model provides better results than the standard
k-& model, particularly for complex shear flows, and flows with high strain rates, swirl,
and separation. In the RNG k-& model, the modeled transport equations for k and € can

be given as [123],

d(pk) d(pku;) 0 ok
ot ox ax; | “KHeI Gy + Gp - pe - Yy + Sk (5.27)
d(pe) +6(paui)
at aXi
(5.28)
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The RNG k-g model uses the following differential equation for turbulent viscosity
calculation. Equation (5.29) is integrated to obtain a better prediction for the effective

turbulent transport at low Reynolds number and near-wall flows.

2k %

d(p—> —172————dp, =YL (,~100  (529)
V Elm VP2 —-14+C, Hm

At high Reynolds number flows, FLUENT uses the following equation for turbulent

viscosity, by default. Therefore, user should activate above equation to take advantage

of the better accuracy when calculating a low Reynolds number flow simulation.

2

k
e = pC,—, withC, =0.0845 (5.30)

The inverse effective Prandtl numbers, (ay, «.), are computed by the following
analytically derived formulation, which is given in equation (5.30). At high Reynolds
number flows, the ratio of molecular viscosity to effective viscosity is negligible,
(m/perr < 1), which yields the equality of the inverse effective Prandtl numbers
a, = a, = 1.3929.

a— 13929 %% o +2.3929 %37y,
ay — 1.3929 ay + 2.3929

= and ay = 1.0 (5.31)
Herr

The additional term found in the dissipation rate equation is given by,

_ Gupn*(1 —n/no) €2

5.32
c 1+ Bn3 k (.32)

In above equation: n = Sk/e, no = 4.38, and f = 0.012. The model constants are
Ci: = 1.42,and C,, = 1.68.

5.7.3.3 The shear-stress transport (SST) k-» model

The SST k- model requires solution of two extra transport equations in order to
achieve closure. In this turbulence model, the definition of the turbulent viscosity is
modified to account for the transport of the principal turbulent shear stress. Other

modifications made to the model are the addition of a cross-diffusion term in the
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equation and a blending function, which is necessary for appropriate modeling in both
the near-wall and far-field zones. Transport equations for the SST k- model are [123],

(pk)-{- (pku) = I + G Y.+ S 5.33
ot ai i a]_ kaj k k k ( )

(pw)+ (pwu)— [ +G Y, + D, +S 5.34
ot a]_ i a]_ waj w w w w ( )

The effective diffusivities for the SST k-o model are as follows,

[y = pm +pe/ox and Ty = pp + pe/0g (5.39)

where oy, and o, are the turbulent Prandtl numbers. ., is the turbulent dynamic

viscosity and calculated as follows,

_ Pk 1 _
He =" [i QFZ] {a; = 0.31} (5.36)
max o’ a W
1 (5.37)
O = .
K Fi/ox1+ (1 —Fy)/ok>
1
oo (5.38)

Bl Fl/Gw,l + (1 - F1)/0w,2

o1 = 1176, 041 =20, o, =10, ando,,=1168  (5.39)

ag + Ret /Ry
ot [ ——t X 4
@ = e < 1+ Re,/Ry (5.40)

Here, Q is the modulus of the mean rate-of-rotation tensor, and €; is the mean rate-
of-rotation tensor. F1 and F2 are the blending functions. F1 is the blending function
designed to blend model constants between wall-affected region (subscript 1) and core
turbulence region (subscript 2). It equals one in the wall-affected region and zero away
from the walls. The blending function F1 is given by the following expression:
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F, = tanh(@7) (5.42)

VK 500, 4pk
= mi 5.43
0, = min [max (0.0%)y' Py2w >'0m,2D$yzl (5:43)
1 10kow
D+ — - 10 )
o maxl Guz 0 0% 3%, l (5.44)

where v, is the distance to the next surface and D}, is the positive portion of the cross-

diffusion term. The blending function F2 is defined as,

F, = tanh(@3) (5.45)

VK 5004,
= 5.46
P, = max 20.O9u)y' pyzwl (5.46)

The term Gy, represents the production of turbulence kinetic energy, whereas Gy is
defined in the same manner as in the standard k- model. The term G, represents the

production of turbulence dissipation rate.
~ o
Gk = min(Gy, 10pf*kw) and G, = V_Gk (5.47)
t

In the standard k-o model, a., is defined as a constant (0.52) but in this formulation it

is evaluated as,

A = Fl(xoo,1 + (1 - Fl)(xoo,z (548)
K2 K2
Oop g = B—*l S and Ogp = B—*Z S (5.49)
BOO Ow,1 Boo BOO Ow,2 Boo

The dissipation of turbulence kinetic energy is defined as,

Yk = pB kw (5.50)
The dissipation of turbulence dissipation rate is defined as,

Y, = pBw? (5.51)

B, is not a constant and its formulation is given by,
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B=FiB+ (1 —FpB; (5.52)
The model constants used in the equations are as follows,

B:, = 0.09, B, = 0.075, B, = 0.0828, k = 0.41 (5.53)

5.7.4 Near wall behavior of RANS turbulence models

Determining the type of near wall modeling forms one of the major difficulties
encountered in the simulation of wall bounded flows. Since the wall boundaries
remarkably influence the turbulent flow, the near wall regions should be modeled
precisely in order to achieve realistic predictions of the entire flow domain. The
innermost layer, where the momentum and heat or mass transfer is highly determined
by the molecular viscosity, is called as the "viscous sublayer". In this region, the
viscous forces dominate the flow so that the flow is almost laminar. The outermost
layer, where the turbulent viscosity supersedes the molecular viscosity, is called as the
"fully-turbulent layer". The intermediate region, where the effects of molecular
viscosity and turbulent viscosity are equally important, is called as the "buffer layer".

Figure 5.2 shows a semi-log plot of the subdivisions of the near-wall region.

A
U/U, = 2.5In(Uy/v) + 5.45
A
2 e\
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inner layer 4 °
Ur = Uy/v
2
o) outer [layer

Upper limit
fully turbulent region depends on

buffer layer or Reynolds
or log-law region number

blending
viscous sublayer| region

yt=5 y*=60

InU;y/v

Figure 5.2 : Subdivisions of the near-wall region, [123].
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There are traditionally two alternatives to modeling the near-wall region. In one
approach, the viscosity-affected region all the way down to the viscous sublayer is
represented with highly clustered meshes, since these modified turbulence models
require very fine meshes on and around the walls. Using highly stretched cells in the
direction normal to the wall within the near-wall region may help increase the
accuracy. The viscous sub-layer length scale (non-dimensional wall distance) at the
wall-adjacent cell should be on the order of y*=1, when the laminar sublayer is
intended to be resolved. In another approach, the viscosity-affected viscous sublayer
and buffer layer is modeled rather than resolved. The viscosity-affected region
between the wall and the fully-turbulent region is modeled using semi-empirical
formulas called "wall functions", instead of resolving, resulting in flexibility in a
reduction in grid resolution. In most high-Reynolds-number flows, the wall function
approach considerably saves computational resources, because the viscosity-affected
near-wall region does not need to be resolved, since at that region the solution variables
change rapidly. Recalling that the wall function approach does not offer a sufficient
simulation when the low-Reynolds-number effects are dominant in the flow field. In
addition, standard wall function approach is not recommended in case of highly
skewed 3D boundary layers and largely separated flows. Such situations require the
use of first approach that are valid in the viscosity-affected region. However, the wall
function approach is frequently preferred for high-Reynolds-number flows due to its
distinctive features such as reasonable cost and accuracy. The use of standard wall
functions is a practical option for the near-wall treatments for industrial flow
simulations [123]. In this study, both approaches were tested and the results are
discussed in the following chapters. However, as the computational effort is a major
concern, and since the Reynolds number is high for rotor simulations, the use of
standard wall functions is thought to be appropriate. Therefore, the analyses for the
evaluation of the interference effects between rotor and fuselage have been carried out
using standard wall functions based on the proposal of Launder and Spalding [161].
The near-wall region should be meshed depending on the requirements of the chosen
near-wall model. For the proper use of standard wall functions, each wall-adjacent
cell's centroid should be located within the log-law layer. In addition to that, excessive
stretching should be avoided in the direction normal to the wall. Moreover, at least a
few cells should be generated inside the boundary layer while using standard wall

function approach.
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6. RESULTS AND DISCUSSION

6.1 Isolated Fuselage Analyses

The investigated fuselage geometry is the well-known ROBIN geometry. Surface
pressure characteristics of the fuselage have been obtained by numerical analysis to
carry out a validation study. The experimental results from [101] and numerical results
from [17, 103] are taken to validate the present CFD simulation of isolated fuselage
configuration. The pressure coefficients of predefined measurement locations are
obtained for the various angle of attack conditions for the comparison with both

experimental and numerical results.

A numerical study have been carried out by [17] to compute surface pressures by using
a panel method code (VSAERO) and a thin-layer Navier-Stokes code (CFL3D). The
authors stated that the viscous flow features and separation patterns could not be easily
modeled with the panel method. However, the two codes agree well ahead of the

nacelle where separation is not expected.

In this section, the steady RANS analyses are carried out for the isolated fuselage
configuration. At the beginning, the mesh dependency work is pursued to obtain a
mesh independent result. For this purpose, the drag force generated due to the presence
of the fuselage in the spare ambiance is chosen as a variable to be investigated. The
viscous and pressure components of the drag force are predicted whether to determine
the most dominant one. Then, the mesh generation is performed by the increased
resolution at the necessary regions. Furthermore, the effect of numerical schemes on
the results is investigated. This is done by the examination of the spatial discretization
schemes. The second order upwind and the third order MUSCL schemes are compared.
In addition, the results of the cell-based and node-based solvers on the tetrahedral
volume elements are studied. Moreover, the turbulence nature of the flow is simulated
by using a variety of turbulence models that are available in the solver. A
comprehensive numerical study has been conducted in order to find the best available

numerical approach that achieves the most consistent results with both previously
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performed experimental measurements and numerical studies. After determining the
ideal configuration of the numerical approach for the examined problem, the drag and

the lift predictions have been made at various angle of attack conditions.

6.1.1 The Robin geometry

The ROBIN fuselage has been extensively tested and used for CFD validation studies.
ROBIN fuselage shape is formed using super-ellipse equations, which were developed
by NASA. The details of the geometry can be found in given references [101, 104].
The fuselage geometry is formed by two parts: a pylon and a body. A code is written
in MATLAB software to construct the fuselage geometry by means of these equations.
The output of the code is the shape of the cross sections at related stations of the
fuselage. The obtained cross sections are given in Figure 6.1. The number of cross
sections is chosen for the best presentation of the geometry. The fuselage sections
generated by the MATLAB code are imported into a Computer-Aided Design (CAD)
tool, CATIA, to draw the surface of the fuselage.
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Figure 6.1 : Cross-sections of the (a) pylon and (b) body shapes.
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6.1.2 Numerical solution procedure

The domain boundaries are formed by a cylindrical shape and covers a region that is
of 15 vehicle lengths to the upstream and radial directions. The domain extends 30

vehicle lengths (or approximately 35 rotor radii) to the downstream direction.

The triangular grids can be generated by either the Delaunay triangulation or the
advancing front technique. Highly stretched cells are required in the viscous regions.
However, these grids do not naturally lend themselves to viscous flow computation.
One of the approaches to represent the viscous region is to create a thin layer around a
given geometry with a structured grid [115]. This method implemented and tested by
the researchers [162, 163]. Determination of the grid’s first height is of crucial
importance, as it should be assigned properly in accordance with used turbulence
model in order to get accurate results. The enhanced wall treatment is applied for the
near-wall region to resolve the boundary layer and turbulence quantities more accurate.
When the enhanced wall treatment is employed with the intention of resolving the
laminar sublayer, y+ at the wall-adjacent cell should be on the order of y* = 1 [123].
The grid’s first height and boundary layer thickness are calculated using the following
formula that depends on the basic boundary layer theory [123]. The length of the

fuselage is used for the characteristic length, L.

Ay = LAy*V74Re, 13/ (6.1)
§ = 0.035LRe; "7 (6.2)

The details of the medium mesh resolution are tabulated in Table 6.1.

Table 6.1 : Details of the medium mesh resolution.

Element Tvoe Element Number /
g 2 yp (min-max Element Length) [mm]
g % Pylon tria/quad 36730/ (3-14.5)
S Body tria/quad 107024 / (3-14.5)
Total 143754 / (3-14.5)
2 2 | Fluid Zone | tetra/penta/hexa 11634782 / (3-5000)
=2 £
S & | Total 11634782 / (3-5000)
5 - Element Type penta/hexa
€ % | Element Number 3257600
-
@ Number of Layers 25
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The surface mesh, boundary layer and volume mesh structure close to geometry are
shown in Figure 6.2. The distribution of the surface element lengths can be seen in
Figure 6.3.

Surface Mesh

Boundary Layer Mesh

Volume Mesh

Figure 6.2 : Mesh details for the ROBIN fuselage.
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Figure 6.3 : Surface element length distribution [mm].
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The surface and volume mesh elements are refined at the critical regions using the
“size-box” feature of ANSA grid generator software. These size-boxes help to refine
certain areas of surface and volume meshes without creating geometrical constructions
for closed inner volumes [164]. The generated “‘size-boxes” and their influence on the

element size distribution are shown in Figure 6.4.

Figure 6.4 : Size-box usage.

Heise et al [16] stated that the grid independence was obtained after reducing the
surface element length to 0.75% of fuselage length. Similar results for the grid
independence were reported by Chaffin and Berry [165]. The surface element lengths
determined in this study are consistent with those specified by other studies found in
literature. The maximum surface element length is kept below 0.5% of the fuselage

length.

6.1.2.1 Mesh dependency framework

The result of a blind analysis showed that the viscous effects constitute the great part
of total drag force, nearly 78% of it. Hence, the accurate prediction of viscous drag has
been the first subject of the present section. The effect of number of layers in the
boundary layer region is studied to obtain the required boundary layer mesh
specification. The task is to find the number of layers needed in the boundary layer
region, which shall make the viscous force prediction independent from the boundary
layer mesh resolution. The boundary layer mesh is generated by the combination of
inner and additional outer layers. While surveying the number of layers a constant

growth ratio, which is less than 1.2, is assigned for inner layers. The growth ratio is
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not constant for the additional outer layers; it varies exponentially to a last aspect ratio,
which is assigned as 0.6, of the relevant surface element length to provide the smooth
junction between the boundary layer and the volume mesh. Moreover, orthogonality
condition should be satisfied, particularly in the near body region. Special attention is
given to obtain orthogonal mesh from the wall surface through the boundary layer
region. In addition, the effect of grid stretching has been investigated for the viscous-
affected region of the boundary layer to be properly resolved. The effect of number of
layers on the prediction of viscous drag coefficient is presented in Figure 6.5.
According to the results, the convergence is achieved at the layer number equivalent
to 25. Therefore, the remaining analyses are carried out by using 25 layers.

0.022
0.021}
£ 0.020}
20010} — — i !
“ 0.018 /
0.017
0016/ 15 20 %5 30 35

Number of Layers

Figure 6.5 : Effect of the number of layers on the results.

Having determined the converged viscous drag, the subsequent study is to accurate
prediction of pressure drag by establishing the necessary surface and volume mesh
characteristics. Therefore, a systematic mesh dependency framework is taken into

account. The mesh resolution specifications are given in Table 6.2.

Table 6.2 : Mesh resolution specifications.

Coarse Medium Fine

Edge/Corner Grid Spacing

Min Element Length [mm]/ L% 16 0.51% 4 0.13% 2 0.06%

Max Element Length [mm]/ L% | 24 | 0.76% 8 0.25% 8 0.25%
Growth Ratio 1.2 1.15 1.125

Surface Mesh

Min Element Length [mm]/ L% 16 0.51% 4 0.13% 2 0.06%

Max Element Length [mm]/ L% | 48 1.52% 16 | 0.51% 16 0.51%
Growth Ratio 1.2 1.15 1.125

Volume Mesh

Growth Ratio 12 1.15 1.125
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Because the poor quality elements have unfavorable effect on the results, a particular
attention is given during the mesh generation process. The maximum equiangle
skewness of the triangular surface element is allowed to be 0.1. Distribution of the
skewness values can be seen in Figure 6.6. The maximum skewness of the tetrahedral

volume element is kept below 0.6 inside the computational domain.

=

The calculations are made at three different mesh resolutions. The grid refined at

Figure 6.6 : Equiangle skewness of the surface elements.

corners, possible stagnation and flow separation regions. Since the dominant part of
the drag is due to the viscous effects and once it has been previously fixed by the
determination of the required number of layers, the prediction of Cp, is found almost
the same for all three-mesh resolutions as can be seen in Figure 6.7. The medium mesh

resolution is used for the following parametric studies.

O Pressure Component < Viscous Component QO Total

0.0327
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Figure 6.7 : Prediction of drag coefficient at different mesh resolutions.
6.1.2.2 Examination of spatial discretization schemes

In this sub-section, the effect of spatial discretization schemes is examined in order to
get results that are more precise. For this purpose, the results of the second order
upwind scheme and third order MUSCL scheme are compared. By using high order

numerical schemes, the accuracy of the solutions can be improved significantly.
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2"d order vs. 3" order MUSCL discretization

Two types of approaches are studied to compare the effect of spatial discretization
schemes on the drag coefficient prediction. The study is performed by using second
order upwind and third order MUSCL discretization schemes for the discretization of
the equations. The comparison of the results obtained by the discretization schemes is
presented in Figure 6.8. The results show that there is not any significant change in Cj,
prediction due to the selected discretization schemes for the examined mesh
resolutions. In other words, even the coarse mesh resolution is sufficient enough since
the solution obtained by a high order scheme was not resulted in a remarkable change.
It is obvious that a second order discretization can provide reliable results with the

used mesh resolutions.

O 22 Order Upwind ¢ 319 Order MUSCL
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Figure 6.8 : Effect of the discretization schemes on the results.
Cell based vs. node based discretization

There are at least two choices as to where to locate the variables on a given grid. In the
cell-based approach, the variables are stored at the centroid of the cells. On the other
hand, in the node-based approach the variables are stored at the vertices of the grid.
Particularly in 3D cases, the best choice between cell-based and node-based approach
is still an open question. In the node-based scheme, the flux computation can be cast
as loops over edges, whereas for the cell-based scheme they must loop over faces. The
ratio of the number of faces to the number of edges is roughly two. From this point of
view, the node-based schemes seem better than the cell-based schemes [115].
Therefore, the effect of cell-based and node-based discretization is also investigated in
the present study. According to the FLUENT’s theory guide [123], the node-based

solver is more accurate than the cell-based approach especially, when the

70



computational domain is discretized by tetrahedral volume elements. The use of node-
based solver leads to a lower C; prediction when compared with the cell-based
solutions. These C, values are also close to the other CFD studies found in literature.
As shown in Figure 6.9, the drag coefficient predictions of the node-based solver have
been resulted in almost same amount of decrease for all three-mesh resolutions.
Strictly speaking, the predictions are shifted down. The node-based solver requires

more computing time but assures more reliable results.

O Cell Based ¢ Node Based

0.0300T
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0.0200 : . : i
0 5 10 5 20

Grid Size (Mcells)
Figure 6.9 : Comparison of the Cell Based and Node Based discretizations.

6.1.2.3 The effect of turbulence models on the results

In the early days of N-S solver research, some algebraic model, namely, the Baldwin-
Lomax (B-L) turbulence model has been used for implementation on unstructured
grids [115]. In some applications, the B-L turbulence model is calculated on a
reference grid and an interpolation with the values on the global unstructured grid has
been made in [166] and [167]. With further development, the simple algebraic model
gave place to more sophisticated turbulence models like the one-equation models of
Baldwin-Barth [168] and Spalart-Allmaras [146] and the two equation models like k-

¢ and k-o.

In this section, the effect of turbulence models on C;, prediction are studied at zero
angle of attack condition. The obtained results indicate that the predictions are in a
good agreement with experiments for most of the cross-sections. The utilized
turbulence models tend to be consistent in their prediction. However, it is observed
that there are some slight differences in specific regions of the flow field. Therefore,
detailed interpretation has been made for the results obtained by the examined

turbulence models whether to clarify the cause of the observed differences. The
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Realizable k-¢ and SST k- models predicted the C;, lower than the results of Spalart-
Allmaras and RNG k-& models. Moreover, their results are also more convenient with
the other CFD studies. A visual comparison has been made in Figure 6.10. According
to the figure, the turbulence models produced very similar results ahead of the
fuselage. Some discrepancies have been observed in the aft portions of the fuselage
where X/R>1.0008. The differences in calculation become obvious where the flow
separation occurs. At those regions, for instance aft of the pylon (Figure 6.10 : X/R =
1.162 and X/R = 1.345), the Cp values in the vortex core regions are predicted
differently by the turbulence models.

Spalart-Al]maras RNG k-¢ Realizable k-¢ SST-kw
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Figure 6.10 : Comparison of the turbulence models at selected sections.
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6.1.3 Drag and lift predictions at various angles of attack

The predictions of drag and lift coefficients at various angles of attack have been made
via using medium mesh resolution. Two types of turbulence models are chosen from
a list of numerous options available in FLUENT and the obtained results are compared
with the other CFD studies found in literature [103]. A better match is captured with
the CFL3D predictions. The flow characteristics around the Robin fuselage and
accuracy of the simulation approach is also examined by comparing the pressure
coefficient values on the surface of the fuselage at different stations. The position of
the sections can be seen in Figure 6.11. The non-dimensional values of these sections
are given in Table 6.3. The C, values of the specified cross-sections obtained from
different angle of attack cases are given in Appendix A, where the figures also include
the experimental and other CFD results found in literature. The obtained CFD results
are well suited with the experimental data for most of the cross sections, but the results

seem to be quite comparable between the present and prior numerical simulations.

8 9 10 1
7
3 45 6 12 13 14
12IIIII

Figure 6.11 : Reference pressure sections of numerical solution.

Table 6.3 : Non-dimensional positions of the sections.

# Section X/IR # Section X/R
1 0.0517 8 0.4669
2 0.0941 9 0.6003
3 0.1450 10 0.8809
4 0.2007 11 1.0008
5 0.2563 12 1.1620
6 0.3074 13 1.3450
7 0.3497 14 1.5298

The prior numerical studies carried out by Tanabe et al. [31] and Chaffin and Berry
[17] are examined to compare the pressure coefficients at the specified cross-sections.
Table 6.4 provides the simulation parameters, where the first three rows are taken

directly from these references.
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Table 6.4 : Simulation details for the different angle of attack conditions.

Angles of Attack (of) -10°, -8°, -5° -3° (Q°,5°
Reynolds Number 4.5E6
Mach Number 0.062
Inlet-Outlet static pressure value 1 atm
Turbulence Model Realizable k-¢ / SST kw
Near-Wall Region Enhanced Wall Treatment
Pressure-Velocity Coupling Coupled Algorithm
Spatial Discretization 3 order MUSCL

The calculated drag and lift coefficient values are given in Figure 6.12 and Figure 6.13,
respectively. According to given figures, the results produced by the two types of
turbulence models, which are examined in this study, are resulted in similar predictions
to each other. Moreover, it is observed that a better agreement is obtained with the

earlier predictions of CFL3D code.

The drag and lift coefficients are calculated using the following expressions,
Cp =2D/pULA (6.3)
C,=2L/pU%A (6.4)

where D is the drag force, L is the lift force, p., is the density, U, is the freestream

velocity and A is the area.

The pressure coefficient on the fuselage surface is calculated using the traditional
formulation, which is given by equation (6.5). However, the pressure coefficient on
the rotor blades is calculated based on a modified expression, which is written in

equation (6.6).
Cp =2(P-Py)/(puUE) (6.5)
Cp = (P - Po)/ (P Uity (6.6)
The relationship between traditional and modified pressure coefficients is as follows

(2/u*)(Modified Cp) = (Traditional Cp) Where p = Us /Uy (6.7)
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Figure 6.12 : Prediction of drag coefficients at different angles of attack.
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Figure 6.13 : Prediction of lift coefficients at different angles of attack.
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Experimental data indicate a much larger pressure drop when the angle of attack values
are 0° and 5°. Similar to other numerical predictions, the current results over-predict
the Cp values (—Cp) around the aft and tail boom portion of the fuselage, particularly
at angles of attack of 0° and 5°, (Figure A.3 and Figure A.4). The discrepancies seen
at the aft parts of the fuselage are a result of the fuselage and the rotor hub strut being
present in the experiments. It is intended to make comparisons with other numerical
results found in the literature. Thus, the simulation geometry is constructed according
to other numerical studies and the experimental conditions are not exactly modeled.
The discrepancy between experimental and numerical results may have occurred as a
result of neglecting these parts in the simulation model. This is also acknowledged by
a prior numerical study [30]. When negative angles of attack are used the effect of the
strut appears to diminish, (Figure A.1 and Figure A.2). Moreover, based on the
experimental observations, it should be mentioned that the flow structure at the aft
portion of the ROBIN fuselage at positive angles of attack are more complex than
those obtained at negative angle of attack values, which may add to the discrepancies
with the data. It is observed that the vortices generated at negative angle of attack
conditions are more propagated through the sideways behind the pylon and proceeded
towards the downwards without significantly impacting on the measurement points.
The complex flow structure may require finer grids to resolve the associated changes

therein.

The resulting streamlines on the fuselage surface are visualized in Figure 6.14, for
fuselage angles of attack of 0° and -5°. The streamlines obtained from the analysis
performed for 0° are more pointing downstream, whilst they are generally more
directed toward the downwards for the -5° condition, as expected. The change
observed for the surface streamlines actually compensates for the change in angle of
attack values. For the same flow conditions, the results of reference studies [17, 31]
are given in Figure 6.15. The existence of tightly curved streamlines corresponds to
large pressure gradients and indicates vortex formation. The predictions of the panel
method code (VSAERO) seem to be insufficient for the calculation of the streamline
curvatures observed on the aft of the fuselage surface where flow separation can be
expected due to the adverse pressure gradients. On the other hand, it is noteworthy that
both the results of the present study and the prior CFL3D predictions are well

consistent with each other in terms of the structure of the surface streamlines.
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as= 0°- Present Study, Realizable-ke

ar = -5° - Present Study, Realizable-ke

Figure 6.14 : Fuselage surface streamlines.

ar= 0°- [17]

VSAERO

CFL3D

ar= -5°- [17]

Figure 6.15 : Fuselage surface streamlines of reference studies.
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For zero angle of attack, the contour plots of x-velocity and pressure coefficient
distributions of the symmetry plane are given in Figure 6.16 and Figure 6.17,
respectively. Figures indicate that the predictions obtained by the turbulence models
are almost identical to each other in terms of both velocity and pressure fields.

Realizable-kg

SST-kw

=g

Realizable-keg

SST-kw

Figure 6.17 : The Cp contours at symmetry plane, af = 0°.

The flow characteristics obtained at zero angle of attack condition can be seen in
Figure 6.18. According to the figure, the flow separation regions are predicted slightly
smaller in size by the SST-kw turbulence model, which is therefore resulted in a lower
drag prediction. Detailed representation of the flow patterns including the other angle
of attack conditions are given in Appendix B.
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Figure 6.18 : Flow patterns obtained at as = 0°.
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6.2 Isolated Rotor Analyses

6.2.1 Hover performance prediction of UH60-black hawk rotor

In this section, the hover performance prediction of UH60-Black Hawk rotor blade is
obtained by steady RANS analysis. The rotation of the blades is modeled using moving
reference frame approach. The computational grid is created with ANSA software.
The entire flow domain is represented by structured hexahedral volume elements. A
validation study is aimed to compare the results of CFD analysis via known
performance data of the rotor. The determination of the most accurate numerical
method for the flow phenomena around the helicopter rotors will maintain the
reliability of the planned analyses. Although the rotor configuration has four blades in
reality, only one blade is modeled due to the existence of periodicity, since the
reduction of computational cost of CFD simulations is a major concern. A structured
hexahedral grid with C-H-H topology is generated in the flow domain by paying
considerable attention on capturing tip-vortex and wake structures to simulate flow
phenomena over the rotor blades precisely. The Reynolds number based on blade
chord length is approximately 1.36 million. The obtained CFD results are in a good
agreement with experimental data. The more reliable performance prediction is based
on the research in the area of grid adaptation and higher-order numerical schemes, as
it is also stated in [169].

6.2.1.1 Geometry

UHG60 Black Hawk rotor blade is used to numerically investigate the hover
performance characteristics. Experiments were conducted for a four-bladed scaled-
rotor model with a blade diameter of 9.4 ft. corresponding to a 1:5.73 scale of the
actual geometry, [169]. The rotor solidity is given as 0.0825. This scaled model
geometry constitutes a basis for the present CFD analysis. The blade has two types of

airfoils through the span wise direction (Figure 6.19).
SC1095
— —
S—
SC1094 R8

X

Figure 6.19 : Airfoils used in the blade geometry, [170].
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Moreover, the information related to the blade geometric features were taken from
other studies, [170]. The position of the airfoils are visually demonstrated in Figure
6.20, and their numerical expressions are tabulated in Table 6.5. Figure 6.21 illustrates
the span wise twist angle distribution gathered from two different studies. In light of

the information obtained through literature review, the 3D model of the blade

geometry (Figure 6.22) has been generated using a CAD software, CATIA.

0.05 S("lgll‘aongs?tion o I SCIOQ’lfIrfI;;lssition —> L—SC1095 l
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/'R

Figure 6.20 : Blade planform view and position of the airfoils, [170].

Table 6.5 : Section characteristics, [170].

Section Characteristic | Radial Location,in. | Chord,in. |  Quarter
Root cutout 42.000 20.760 0.000
SC1095 (inner) 62.000 20.760 0.000
SC1095 (outer) 150.000 20.760 0.000
SC1094R8 (inner) 160.000 20.965 0.154
SC1094R8 (tab,inner) 236.910 22.317 -0.184
SC1094R8 (outer) 265.000 22.317 -0.184
SC1095 (inner) 275.000 22.112 -0.338
SC1095 (tab,outer) 277.860 22.112 -0.338
SC1095 (sweep,inner) 299.000 20.760 0.000
SC1095 (sweep,tip) 322.000 22.092 -12.562
aRelative to SC1095 quarter chord, positive forward.
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Figure 6.21 : Twist angle distributions used in: (a) [169] and (b) [170].
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S —

Figure 6.22 : UH60 Black Hawk blade geometry.
6.2.1.2 Computational mesh details

The entire flow domain is divided into four sub-blocks to generate structured grid
around the rotor. C-topology is used along the free-stream direction. On the other hand,
the grid structure has an H-topology on both the blade surface normal and span wise
directions. The C-H-H topology captures the rotor wake better than O-O topology.
However, the volume mesh elements, which are generated at far field, become
considerably small while approaching to the rotation axis. This situation may
negatively affect the stability of the numerical scheme. The mentioned problem has
not been observed in the present analysis. Considerable attention is given to obey the
orthogonality condition for the grids at near blade surface. Simulations are executed
using only one main rotor blade. The effect of the other blades is handled through the
periodic boundary condition in the azimuthal direction. Thereby, the use of 90°
periodicity feature made the computation time reduced. Two different grid resolutions,
namely, coarse (164x125x84) and fine (296x196x114), are used to obtain the results.
The coarse and fine grids include approximately 1.7 and 6.6 million hexahedral
volume elements, respectively. The grid stretching is not utilized only at the boundary
layer development regions, but also exist all along the way of rotor wake and tip
vortices. This grid structure is especially focused on the critical regions where sudden
and significant changes occur in the flow properties. That kind of approach ensures
reliable results leading to lower computational time, since the usage of minimal level
of total number of elements. The hub is extended virtually through the entire flow
domain and free-slip wall boundary condition is assigned to this surface in order to
reduce the computation time. The z-axis (0,0,1) is being the rotation axis and the origin
is located at (0,0,0). The top and bottom boundaries of the grid are five rotor radii
above and ten rotor radii below the rotor disc, respectively. The information for the

boundary conditions are provided in Figure 6.23.
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Inviscid (Free-Slip) Wall | No-Slip Wall

Figure 6.23 : View for the boundary conditions and grid structure.

In coarse mesh resolution, the minimum grid spacing at the blade tip is 0.008c and it
is approximately 0.15c at the blade root. The grid distance to the nearest wall is 0.026c.
In fine mesh resolution, the minimum grid spacing at the blade tip and root are 0.005c
and 0.1c, respectively. The value of the grid first height is 0.00008¢ for the fine mesh
resolution. The appropriate value of y* (determination of grid first height) for the
employed turbulence model is of great importance on predicting the blade performance
accurately. Figure 6.24(a) shows the grid structure on the blade surface and around the
near-blade region. The grid stretching along the blade surface normal direction is

performed to resolve the boundary layer precisely, Figure 6.24(b).

Figure 6.24 : (a) The surface grid structure, (b) the applied grid stretching.

6.2.1.3 Numerical methods

The rotor wake structure is three-dimensional and unsteady. Its accurate prediction of
strength and position plays a significant role for the precise determination of the
pressure distribution on rotor blades. The CFD analyses are performed for the hovering
condition of the rotor at a prescribed rotational frequency by assuming a three-
dimensional, steady, compressible, viscous flow. The moving reference frame

approach is applied to represent the rotational motion of the blades. The experiments

83



are conducted for the tip Mach number equivalent to 0.628. The rotational frequency
of the rotor is calculated as 1425rpm according to the given tip Mach number value.
The Reynolds number based on blade chord length is approximately 1.36 million. The
analyses have been conducted by the steady RANS computations. In the RANS
approach, all the turbulent motions are modeled, which leads to a reduction of
computational resources. Turbulence nature of the flow has been modeled using the

SST-kw and Realizable-ke with enhanced wall treatment option.

The ideal gas law relates the volume and pressure of a gas to the temperature of the
gas. When the rotor blades operate at a relatively high rotational frequency, there may
be change in the temperature of the flow field due to the high frictional rate occurred
between the blade surface and the airflow. Possible changes in temperature would
cause differences in both pressure and velocity fields. Therefore, the selection of the
convenient pressure-velocity coupling scheme is of great importance for the accurate
simulations of such kind of flow regimes. The pressure-velocity coupling is achieved
through the Coupled scheme for the compressible flow analyses performed in this
section. The equations are discretized based on the second order upwind scheme.

6.2.1.4 Results and discussion

The RMS (root mean square) values are obtained below 10 for the continuity, 107
for the momentum and 107 for the energy equations. Furthermore, a second check
mechanism is performed pursuing the change in thrust and torque coefficients during
the analysis in order to being sure that the convergence is achieved (Figure 6.25). In

Table 6.6, the obtained results are compared with experiments.
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Figure 6.25 : Convergence of the thrust and torque coefficients.

84



Table 6.6 : Comparison of the CFD results with experimental data.

CFD | EXP. CFD | EXP. CFD | EXP.
Turbulence
Model 0 CT/o err% CQ/o errd% FM errd%
/ Grid Type
SST - kw
[/ Coarse 10.7(0.0712(0.0884(-19.4 | | 0.0062]0.0073|-15.3 | [0.624| 0.731 | -14.7
(164x125x84)
SST - kw 10.7(0.0856 (0.0884( -3.2 | |0.0077]0.0073| 4.8 | |0.663|0.731 | -9.4
/ Fine
(296x196x114) | 12 10.1008|0.1047| -3.7 | |0.0097(0.0094| 3.0 | |0.673| 0.729 | -7.8
Realizable - ke
/ Fine 10.7(0.0858(0.0884( -3.0 | |0.0079]0.0073| 7.6 ||0.650( 0.731 |-11.2
(296x196x114)

Figure 6.26 shows a comparison between the results of the present study and the results
obtained by other numerical studies and measurements. The results obtained with the
coarse grid are not well-suited with the experimental data. This situation can be
explained by the inappropriate value of y* for the employed turbulence model, Figure
6.27(a). A finer grid is created to clarify whether the solution is independent of the
grid resolution of the boundary layer. The y* distribution over the blade surface for the

fine mesh resolution is given in Figure 6.27(b).
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Figure 6.26 : (a) CT/o vs. 0, (b) CQ/c vs. CT/o, (¢) FM vs. CT/o, [169].
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Figure 6.27 : The y* distribution over the blade : (a) coarse grid, (b) fine grid.
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Shown in Figure 6.28(a) is the z-velocity distribution on the periodic boundaries. Only
the negative values are presented to emphasize the induced flow regions. Figure
6.28(b) presents the vorticity distributions occurred on different r-z planes. This figure
demonstrates the evolution of the tip vortices with increasing vortex age. As the vortex
age increases, the blade tip vortices begin to lose their strength considerably and are
exposed to a rapid change in shape, which resulted in enlargement due to loss in

energy.

Vortex Age: 8°

7 Vortex Age: 10° Vortex Age: 30°
b X
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B I | e 1 |

Figure 6.28 : (a) z-velocity distribution [m/s], (b) the vorticity distributions.

The pressure coefficient distributions are extracted from the selected cross sections of
the blade. The results of SST-km and Realizable-ke turbulence models are in a great
consistency with each other. A slight difference has been observed for the predicted
sectional pressure coefficients near the blade tips. Moreover, the results of fine grid
simulations are in a good agreement with the experimental data, Figure 6.29. Although
the most of the results are very well suited with measurements, some discrepancies
have been observed. For instance, the Cp distribution at the root section (r/R=0.225) is
to stay away from experiments. Somehow, the pressure distributions for both upper

and lower blade surfaces are predicted inaccurate. The hub, which was not modeled in
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the simulation, may be the reason of this circumstance. It seems probable that the blade
geometry close to the hub might have some differences leading to a deviance in the
results. Moreover, the Cp values along the 5% portion of the upper-front surface at
sections (r/R=0.965) and (r/R=0.99) are predicted lower than the experimental results.
In other words, the velocities at those regions are calculated higher than it should be.

Wake et al [169] had encountered the similar problem in their studies.
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Figure 6.29 : Comparison of Cp distributions with [169].

As shown in Figure 6.30, the inflow ratio (the ratio of axial velocity to blade tip
velocity) is compared with the results of the reference study. Only the negative values
are visualized for emphasizing the wake region. Shown in Figure 6.31 is the

comparison of axial velocity and tip vortex contours at an azimuth angle equivalent to
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minus 35 degrees. A similar comparison of vorticity generated near the blade trailing
edge is shown in Figure 6.32.
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Figure 6.31 : Axial velocity and tip vortices: (a) [169], (b) present study.
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Figure 6.32 : Computed vorticity magnitudes: (a) [169], (b) present study.
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Experiments show that the blade tip vortex passes by about 0.6¢ below the consequent
blade. In the reference CFD study [169], the authors assert that the tip vortex passes
above the consequent blade by about 0.4c for a coarse grid resolution (191x43x55) and
0.2c for a fine grid resolution (201x83x55). They indicate that the details of the tip-
vortex flow could not be captured well due to diffusion, which causes the discrepancy
with the experimental results. In the present study, the result of the fine mesh resolution
(296x196x114) shows that the blade tip vortex passes by about 0.27c below the
consequent blade (Figure 6.32.b, Figure 6.33 and Figure 6.34).

T .
Figure 6.33 : The path of the blade tip vortex.

Figure 6.34 : Normalized vorticity contours of the blade tip vortex.

6.2.1.5 Concluding remarks

In this section, a validation study is carried out to obtain the hover performance
characteristics of UH60 Black Hawk rotor blade by using moving reference frame
approach. The output of this study also emphasizes the importance of using higher-
order numerical schemes and improved grid resolution. The presented numerical
methodology can be said reliable enough to simulate a helicopter rotor analysis in

hover condition. The study in this section does not include the forward flight condition
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where the blades encounter an asymmetric velocity field and unsteady effects become
dominant. Therefore, it is highly recommended to review and examine the applied
numerical procedure for the forward flight condition. However, it should be noted that
although the used moving reference frame approach is able to predict the intrinsic
steady-state behavior of hover condition, it is not very convenient for forward flight
condition, especially when the unsteady flow field data is needed. Therefore, in
Section 6.2.2 , a more accurate numerical approach called "dynamic mesh technique”
is introduced to evaluate the unsteady flow characteristics of forward flight condition.
The application of the technique is presented and the obtained results are discussed in
detail.

6.2.2 Four-bladed rotor analyses in forward flight

In this section, URANS analyses of four-bladed IRTS rotor have been carried out using
dynamic mesh technique. The following subsections present the description of used
geometry, the rotating blade motion, details of the computational mesh, and numerical

modeling. The obtained results for the isolated rotor are provided in Section 6.2.2.6.

6.2.2.1 Geometry

The geometric features of the fuselage and the main rotor complementing the whole
simulation model are given in Table 6.7. The features of the geometry is taken from
the references [28, 31].

Table 6.7 : ROBIN IRTS geometric features

Fuselage ROBIN
I (m) 1
Fuselage yaw 1.2° (the nose left)
Center Points, (x/,y/l,z/l)
Fuselage (0.051,0,-0.322)
Rotor hub (0,0,0)
Blade section NACA0012
c(m) 0.06858
Rotor rotation CCW from above
Linear twist -8°
b 4
Planform Rectangular
R (m) 0.860
o 0.098
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The four-bladed IRTS rotor (independent rotor test system) is drawn by CATIA to be
placed over the fuselage, as shown in Figure 6.35. The model does not include a tail

\/

rotor.

Figure 6.35 : Surface model of the ROBIN fuselage and its four-bladed rotor.
6.2.2.2 Rotating blade motion

Unlike the hover condition, the blades are exposed to asymmetric aerodynamic loads
in forward flight. Therefore, the motion of the blades varies with the azimuth angle
because of these air-loads. Fourier series can describe the periodic pitching and

flapping motions of the blades as a function of blade azimuth [61, 105].

Pitch (Feathering):

o(d) =0, + Z(Gnccos ny(t) + O,ssin nyi(t)) (6.8)
n=1
O(Y) = 0y + 0;.cosP(t) + 0;¢sinPi(t) + 0,.cos2Y(t) + Oysin2Y(t) + -+ (6.9)
Flap:
B = Bo+ ) (Bnecos nh(t) + Bussin np(t) (6.10)
n=1

B(lll) =Bo + B1cCOSlIJ(t) + BlsSinlI-’(t) + BZCCOSZlI—'(t) + BZsSinij(t) + - (611)

The pitch and flap of the blade vary at each time step by an increment in the rotational

motion, where

Yt) =t (6.12)

91



The subscript 1 in the equations denotes the first harmonics of the blade. The higher
harmonics of the blade motion can be found by adding more terms. In practice, these
are found to be very small and for rotor performance evaluation, it is considered
acceptable engineering practice to neglect all harmonics above the first [105]. The
motion of rotating bodies in terms of the fixed inertial frame can be expressed by
Eulerian angles. In this study, Eulerian angles prescribe the blade motion using only

the mean and first blade harmonics.

The experimental blade control variables associated with different flight conditions are
given in Table 6.8. Tanabe et al. [31] stated that, when the blade control settings are
defined as in experiments, the calculated thrust values are not met with the measured
ones. Generally, as given in Table 6.9 and Table 6.10, these control settings are
adjusted until the calculated thrust matches to that of the experiment, as performed in
references [28, 82]. In the present study, the simulations are performed using
parameters listed in Table 6.11.

Table 6.8 : Blade control variables obtained by experiments, [31].

U M, as 0o Bo 01c 015
0.012 0.0064 0.0 11.8 15 -0.1 0.2
0.151 0.080 -3.0 10.3 15 2.7 2.4
0.231 0.122 -3.0 10.4 15 -0.4 3.8

Table 6.9 : Blade control variables obtained by other simulations, [28].

U Moo as 00 ﬁO ch 915
0.05 0.0064 0.0 6.8 1.5 -2.3 1.2
0.151 0.080 -3.0 6.3 1.5 -2.3 2.1
0.231 0.122 -3.0 6.3 15 2.1 3.3

Table 6.10 : Blade control variables obtained by other simulations, [82].

U Moo Us HO BO ch 915
0.012 0.0064 0.0 8.8 1.5 -0.1 0.2
0.151 0.080 -3.0 6.64 1.5 -2.356 2.288
0.231 0.122 -3.0 6.523 1.5 -1.906 3.434

Table 6.11 : Flow conditions and blade control variables.

u Moo Us 90 ﬁo 916‘ 915
0.012 0.0064 0.0 9.3 1.5 -0.1 0.2
0.151 0.080 -3.0 7.4 1.5 -2.3 2.1
0.231 0.122 -3.0 7.0 1.5 2.1 3.3
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In this study, the x-axis is on the retreating side of the rotor, the y-axis is pointing in
the downstream (toward the helicopter tail) and the z-axis is vertical, pointing up. The
rotor rotation is in the counter clockwise direction when viewed from above. The
orientation of the blades is shown in Figure 6.37. The grid coordinates of the blades
and capsule-like blocks are located based on their initial positions. The coordinates of
the initial positions can be determined from the relevant azimuth angles such as 0°,
90°, 180° and 270°. The new grid coordinates during the simulation are always
computed using the initial mesh. The blade position can be changed by transforming
the position vector through successive matrix multiplications [61, 99]. Equation (6.13)

represents the transformation matrix: T, which consists of the rotation matrices.

T = [R(OIRBOIRW)] (6.13)

Here, R, (0) is the rotation in y-axis and refers to feathering motion. R, () is the

rotation in x-axis and refers to flapping motion of the blade. R, (1) is the rotation in

z-axis which represents the azimuthal change.

[cos6 0 —sind]
R,(8)=] 0 1 0 (6.14)
[sind 0 cos6 |
1 0 0 7
R.(B)=|0 cosp sinp (6.15)
[0 —sinf cosf]
[ cosy  siny 0]
R,(Y) = |-siny cosy 0O (6.16)
0 0 11

The new position of a given point can be determined by the application of the

transformation matrix, which is given by equation (6.17).
fnew = Tfold (6.17)

Application of the inverse transformation returns the newly generated point to its
original position. In addition, the application of transformation matrix to an entire
mesh provides the rigid mesh motion of whole domain. Furthermore, the
transformation matrix may also be applied to particular mesh elements to enable the

motion within a deforming mesh [99].
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6.2.2.3 Practical difficulties and aspects open to improvement

In FLUENT, dynamic mesh simulations currently work only with first-order time
advancement. A second-order time advancement algorithm for enhancing the temporal
accuracy shall be resulted in more realistic flow field predictions. Moreover, distorted
volume mesh elements may have been generated in the computational domain while
using this solution technique. This can be stated as one of the most common problems
in dynamic mesh applications. The mesh validity can be maintained for a while by the
use of mesh smoothing methods. At the time when the smoothing methods cannot be
sufficient due to the presence of inadmissible mesh elements, re-meshing of the flow
field will be a necessity in order to sustain the motion. It is worthy to note that re-
meshing process, currently, can only be realized by using single CPU, [123].
Therefore, the time step size, which actually determines the amount of blade motion,
should be chosen with care for the effective use of smoothing methods. Otherwise,
dynamic mesh approach will be resulted in frequent re-meshing, which would lead to

a prohibitive computational cost.

6.2.2.4 Computational mesh details

The domain boundaries are formed by a cylindrical shape and cover a region that is of
15 vehicle lengths to the upstream and radial directions. The domain extends 30

vehicle lengths (or approximately 35 rotor radii) to the downstream direction.

The standard wall functions in FLUENT are based on the proposal of Launder and
Spalding [161], and have been used widely for industrial flows. The logarithmic law
for mean velocity is known to be valid for 30<y*<300. In FLUENT, the log-law is
employed when y*>11.225. The laminar stress-strain relationship is being applied
when the mesh is such that y*<11.225 at the wall-adjacent cells. Standard wall
functions are available with k-¢ and Reynolds stress models (ANSYS FLUENT).
Some consideration during the mesh generation is a necessity for successful
computations of turbulent flows. For standard wall functions, each wall-adjacent cell's
centroid should be located within the log-law layer. Thus, a suitable boundary layer
meshing strategy is taken into consideration for the proper use of the standard wall
function approach. The value of 0.01c as the grid’s first height for this flow problem
ensures that almost every wall-adjacent cell's centroid is located within the log-law

layer. The minimum grid spacing is assigned as 0.015c at the blade tip and corners.
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The maximum element length reaches to 0.1c on the blade surface. The boundary layer
region of the blades is represented by six prismatic layers with a value of 0.01c as the
grid first height. The assigned growth ratio for the boundary layers is less than 1.2.
Figure 6.36 demonstrates the boundary layer mesh and the volume mesh inside the

capsule-like block. The rest of the domain represented by tetrahedral volume elements.

Figure 6.36 : Mesh details around the blade.

The computational grid consists of non-overlapping six blocks for the isolated rotor
simulations. The boundaries between these blocks are not overset. The blocks were
generated all at once using internal grid boundaries. The surface meshes on the block
boundaries do exactly correspond with each other. The mesh used in this study is a
traditional finite volume mesh involving unique connectivity information for all the
generated volume mesh elements. The surface meshes on the block boundaries do not
contain any hanging nodes. Each rotor blade is surrounded by its own capsule-like
block. Each capsule-like block performs the same prescribed rigid body motion with
the corresponding blade. The main reason to create capsule-like blocks around the
blades is to preserve element quality at the near blade region. The capsule-like blocks
are enclosed by a fifth block. Subtraction of capsule-like blocks from the fifth block
defines a closed inner volume, named as sub-domain#5, in which the volume mesh
elements are allowed to deform as the blades move. Inside the deformable block, the
mesh validity has been maintained using the spring based smoothing and re-meshing
methods. As the deformation gets larger, the mesh validity cannot be maintained by
the spring based smoothing method, only. Therefore, re-meshing is required to
accommodate the motion. The solver invokes re-meshing when the grid deformation

is more than a pre-defined skewness value of 0.95. Thus, re-meshing is not carried out
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at every time step, leading to reduced computational effort. When re-meshing is
applied, the connectivity of the mesh elements within the deformable block is also
updated. Moreover, the solution obtained at previous time-step is being interpolated
onto the newly generated mesh. Finally, the sixth block formed by a cylindrical shape
represents the outer stationary far field. A detailed representation of the blocks are
given in Figure 6.37 (a). The size of the deformable block should be large enough to
accommodate the motion of the blades. The boundary of the deformable block extends
approximately one chord length away from the capsule-like blocks, everywhere,
Figure 6.37 (a) and Figure 6.37 (b). The mesh for the deformable block and capsule-
like blocks contains approximately two million tetrahedral volume elements. The total
number of the volume mesh elements generated in the computational domain is about

seven million.
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Figure 6.37 : Structure of the blocks: (a) top view, (b) side view.
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Figure 6.38 shows the volume mesh inside the deformable block where a uniform
element length was maintained, away from the capsule-like blocks. A very similar
approach, particularly for the block structure has been used in [84]. Another similarity
has been captured for the total cell count in the computational domain. The author

states that the cell count for the complete helicopter is about seven million.

Figure 6.38 : Uniformly generated elements in the deforming block.

The generated volume meshes for different advance ratios are given in Figure 6.39 to
Figure 6.41. The mesh is refined at possible wake regions at a moderate level by
considering computational effort. The volume mesh refinement was not done by using
a solution-based adaption feature like Adaptive Mesh Refinement (AMR) technique.
However, this refinement can also be made by the use of AMR technique which is a
more sophisticated approach to improve the accuracy of the wake predictions. AMR
technique is available in the used solver and it provides grid refinement at regions
where flow features have steep changes or large gradients. While refining the grid,
FLUENT identifies these relevant regions through a predefined threshold value for the
physical variable. FLUENT provides a wide variety of adaption functionalities. Some
of them can be given as boundary adaption, gradient adaption, isovalue adaption,

region adaption and yplus/ystar adaption.
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The grid adaption criteria can be based either on the velocity or pressure gradient.
Selecting the appropriate type of adaption for the specific application is the
responsibility of the user. User should determine the most appropriate one considering
the type of the flow to be simulated. For instance, wakes represent a total pressure
deficit. Therefore, selecting the pressure gradient as a refinement criteria would be a
better choice for the wake regions. On the other hand, jets are more characterized by
their having relatively high velocity fields. In such kind of flows, the criteria can be
based on the velocity gradients. However, user should be careful before performing an
adaption. A reasonably well-converged solution should be obtained. By the use of
AMR technique, a better capture for the roll-up of the tip vortices shall be provided.

One could examine the impact of the technique on the computation time.

6.2.2.5 Numerical methods

The CFD analyses are carried out using a commercially available solver, ANSYS
FLUENT v14.5. The solver used is based on the finite volume method for the RANS
equations and several available turbulence models. The Realizable k-& turbulence
model developed by Shih et al. [171] is employed to model the turbulent nature of the
flow. The standard wall function approach is applied for the near-wall region to
estimate the boundary layer and turbulence quantities. Because the considered flow
cases do not involve any discontinuities such as shock waves, the pressure-based
segregated algorithm, which is a Semi-Implicit Method for Pressure-Linked Equations
(SIMPLE) based on the predictor-corrector approach, is adopted for the pressure-
velocity coupling, and a second-order scheme is employed for the pressure
interpolation. Under-relaxation of equations are used in the pressure-based solver to
control the update of computed variables at each iteration. Each equation have under-
relaxation factors associated with them. These factors are used to stabilize numerical
schemes by limiting the effect of the previous iteration over the present one. Under-
relaxation values can be changed to obtain faster convergence or to prevent
divergence. The change in relaxation values may cause a change in the number of
iterations. However, the results are independent of relaxation values. The under-
relaxation factors are kept as their default values with which no convergence problems
are encountered. All flow variables are stored at the same nodes (cell-centered) and
the gradients are computed by using a Least Squares Cell based formulation. The

diffusive terms are discretized based on the second order accurate central differencing.
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The convective terms of all transport equations are discretized using the second order
upwind scheme. In FLUENT, the dynamic mesh simulations currently work only with
first-order time advancement. Hence, temporal discretization depends on the first-
order implicit formulation for the time accurate computations. The dynamic mesh
algorithm together with the time advancement within the context of the segregated

solver is presented as a flowchart in Figure 6.42.

t=1t+ nAt

The solver time step size is determined
based on the size of the assigned blade
motion in the azimuth direction.
|
The mesh is deformed by the spring
based smoothing method. The defined
value for spring constant is given as 0.5.

FLUENT checks the specified maximum
skewness value in the deforming block.

If Skewness < 0.95|<—<———>If Skewness > 0.95|
l
The remeshing process is
applied in the deforming block.
Remeshing method is activated
without using size function. The
initial mesh scale values are
assigned as the local cell
remeshing parameters.

| Sub-iteration loop begins |

I >~

¥
| Solve Momentum Equations ‘

| Solve Pressure Correction {

Correct Velocity
Pressure Flux

Next Time Step
n=n+l

‘ Solve Scalars (T, k, €, etc.) |

P yes m no N

?

Figure 6.42 : Dynamic mesh and time advancement algorithms.
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The free stream speed in the examined cases is quite low. However, the speed is quite
high at the blade tips. Therefore, compressible flow analyses are carried out, as the
blade tip regions involve local speeds corresponding to Mach numbers over M=0.3.
The experimental data considered for comparisons is for a tip Mach number of 0.53
[104]. For such values above M=0.3, the compressibility effects are becoming more
influential and must be considered for accurate solutions. The air is modeled as an
ideal gas, and the viscosity change depends on the three coefficient method of
Sutherland law [172].

The isolated fuselage analyses are based on steady RANS computations. The steady
state solutions are obtained under 1000 iterations. On the other hand, URANS
simulations are carried out for the cases including rotor blades. The spring based
smoothing and re-meshing techniques are incorporated inside the deformable block to
accommodate the prescribed blade motion. Determination of a proper time step size is
of great importance for the accuracy of unsteady computations [38, 40]. Time-steps
should be small enough to resolve time dependent features and turbulent quantities.
Moreover, when using mesh smoothing methods, there is a significant relationship
between the mesh element size and the time-step size in accommodating the prescribed
blade motion successfully. The solver time step size is determined based on the size
of the assigned blade motion in the azimuth direction, as FLUENT emphasizes that
“the amount of displacement in one time step should not be more than half the cell size
adjacent to the moving boundary”. This condition automatically brings a constraint on
the selection of time-step size. Choosing a larger time step will lead to ineffective
smoothing, resulting in frequent re-meshing. Moreover, a solution convergence may
not be achieved at all, with much larger time steps. However, the time step size shall
be taken as large as possible, to reduce the computation time. Thus, the best way to
determine the optimum time-step size is to perform a sensitivity study, to make the
results independent of the size of the blade azimuthal movement. In the literature [30,
37] numerical predictions using a specialized code, namely FUN3D, indicate that use
of 1 degree blade movement in azimuth direction has resulted in reasonable phase and
magnitude predictions for the same ROBIN test cases. Therefore, in the present study,
the solution is advanced with a time step equivalent to 0.5 degree blade motion in the
azimuth direction, to both satisfy FLUENT's minimum time step requirements while

also preserving the efficiency of the computations. Indeed, a sensitivity study carried
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out with a time step equivalent to 0.25 degree blade motion in the azimuth direction
has given similar results to those of 0.5 degrees.

The time-dependent simulations start from an undisturbed free stream condition. The
rotational frequency of the rotor is given as 2000rpm [104]. The Reynolds number
based on blade chord length is approximately 0.845 million. Five main rotor
revolutions have been performed using a constant azimuthal step size that corresponds
to half degree of blade movement. At an advance ratio of 0.012 (very low), even after
five rotor revolutions, the wake has not reached a steady state. For this test condition,
eight full revolutions of the rotor are simulated to obtain a time periodic numerical
solution by ensuring a sufficient rotor wake formation. For the advance ratios of 0.151
and 0.231, the calculated thrust values have reached a steady state after 1.5-2 rotor

revolutions.

All calculations are carried out on a 12 core parallel machine with 2 x 2.60 GHz Intel
Xeon E5-2630 processors. The platform uses a 64-bit Win-7 operating system and a
total of 64 GB of RAM. The mesh partitioning is done using the “METIS” algorithm
[173]. The elapsed wall-clock time for the steady analysis is approximately 1 hour and
it is about 17 hours for a solution of one rotor revolution with 720 time-steps, in
transient analysis. Allowing five fixed sub-iterations for each time step yielded a
reduction of the residual of 2-3 orders of magnitude. The computational parameters

are given in Table 6.12.

Table 6.12 : Computational parameters.

Parameter Value
Azimuthal step, ° 0.5
Time step size (S), At 4.167E-05
# of time-steps per revolution 720
# of sub-iterations at each time step 5
# of main rotor revolutions 5
# of processors 12
Type of processor Xeon 5610
Steady Analyses;
CPU-time for 1000 iterations (h) 13.17
Wall-clock time (h) 1
Unsteady Analyses;
CPU-time per revolution (h) 194.6
Wall-clock time (h) 17
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6.2.2.6 Results and discussion

Having validated the fuselage only configuration, the rotor only configuration in
forward flight is considered. The blades encounter an asymmetric velocity field, and
the unsteady effects become dominant under forward flight conditions. The relative
motion between the blades and the outer stationary flow region is modeled using the
dynamic mesh approach. The numerical solutions are obtained by the URANS
analyses. The pitch motion of the blades varies according to the blade control variables
given in Table 6.11, whereas the flap motion of the blades obeys the so-called Modane
law (B,s = 0, and B;. = -045), Figure 6.43 to Figure 6.45. The deviation in pitch and
flap angles becomes larger as the advance ratio increases.
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Figure 6.43 : Change in pitch and flap angles with azimuth for pn = 0.012.

—=—Pitch ——Flap

Pitch (0), [deg.]
Flap (B), [deg.]

_3 _I 1 I 1 1 I 1 1 I 1 1 I 1 1 I 1 1 I 1 1 I 1 _3
0 45 90 135 180 225 270 315 360

Azimuth (y), [deg.]

Figure 6.44 : Change in pitch and flap angles with azimuth for u = 0.151.
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Figure 6.45 : Change in pitch and flap angles with azimuth for p = 0.231.
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The maximum changes in blade pitch and flap angles become larger as the advance
ratio increases. A comparison of the blade positions at different advance ratios is
presented in Figure 6.46, where also shown are the direction of flight and the initial
positions of the blades according to their azimuthal locations. The initial position of
blade-1 is located at i = 0° and pointing downstream direction. In the figure, the
blades with dotted pattern show the un-deformed case. The ones with striped pattern
represent the deformed shapes because of the change in the advance ratio. Figure
6.46(a) shows that the amount of blade deformation is very small for a very small
advance ratio of 0.012, which is a near hovering condition. The small flap and pitch
changes in the blade motion during an entire revolution, while operating at relatively
low freestream speeds, yields nearly a symmetrical flow field with respect to
longitudinal axis, resembling very much the hover condition. As depicted in Figure
6.46(b) and Figure 6.46(c), the blade movement becomes more evident by the
increased advance ratio. Figure 6.47 demonstrates altogether the comparison of the

blade movements for all three test cases.
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Figure 6.46 : Positions of deformed and undeformed blades.
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Figure 6.47 : Comparison of the blade positions at different advance ratios.
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In Figure 6.48, the instantaneous time histories of blade thrust coefficients for the
examined three advanced ratios are plotted for individual rotor blades. As the advance
ratio is increased from 0.012 to 0.231, the amplitude of thrust variation is also
increased, whereas the change in the average thrust coefficient is not significant. The

increase in the amplitude is analogues to the increased blade deformation.
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Figure 6.48 : Instantaneous thrust coefficients for individual rotor blades.
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The instantaneous time-histories of blade thrust coefficients for five rotor revolutions
are presented in Figure 6.48. After initial two rotor revolutions, the four blades follow
the same periodic time pattern. Blade-1, which is initially located at 1 = 0°, produces
the largest thrust coefficient after covering a distance of approximately 90° in
azimuthal direction. The blade is now on the advancing side and experiences the
largest relative velocity. Thus, the blade is under the largest aerodynamic load
(advancing side). The lowest value occurs at the blade rotational angle of ¥ = 270°
where the blade experiences the smallest relative velocity (retreating side). The thrust
coefficients calculated for the three advanced ratios for the isolated rotor case are listed
in Table 6.13.

Table 6.13 : Predicted thrust coefficients for the isolated rotor configuration.

U M, a Cr, exp Cy, CFD
0.012 0.0064 0 0.00627 0.00639
0.151 0.080 -3 0.00644 0.00643
0.231 0.122 -3 0.00645 0.00646

The cross sectional blade pressure coefficient distributions, at a radial position of 75%
rotor radius, are compared for the three advance ratios considered, Figure 6.49. Figure
6.49(a) indicates that the blades produce almost same sectional thrust distribution,
independent of the azimuth value, at the very low advance ratio of 0.012. A negligible
pressure difference observed between the azimuth locations of ¥ = 90°, and ¥ =
270°, once more shows the presence of symmetrical flow feature with respect to

longitudinal axis.

As can be seen by the comparison of Figure 6.49(b) and Figure 6.49(c), for the advance
ratio of 0.231, the pressure values along the 4% portion of the upper-front surface of
the blade located at iy = 90 are predicted lower than those found for p=0.151 case.
In other words, the velocities at that part of the section are calculated higher by the
increase in advance ratio. Moreover, the stagnation pressure became larger on the
lower surface and therefore, at that section of the blade a greater pressure difference is
predicted between upper and lower surfaces. Further investigating of Figure 6.49(b)
and Figure 6.49(c) indicates that the lowest pressure difference between upper and
lower surfaces is found at 1p = 270° for p=0.231. The obtained results emphasize a
rise in the level of asymmetry with respect to longitudinal axis by the increased

advance ratio. Briefly, as the advance ratio is increased, the advancing side pressure
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difference is increased, whereas retreating side one is decreased further, for the
advance ratios of 0.151 and 0.231, respectively. Consequently, the greater sectional
thrust is obtained for u=0.231 case at i = 90°. These interpretations can also be
gathered from the overall individual blade thrust coefficients that were given in Figure

6.48.
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Figure 6.49 : Comparison of —c,M2 ;s -
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6.3 Rotor and Fuselage Analyses

In this section, the interference effects between rotor and fuselage are analyzed.
Computations are carried out for the previously defined three advance ratios. For the
validation of rotor and fuselage configuration, the experimental results from [104] and
numerical results from [31] are used. The predefined measurement points indicated in
Figure 6.50 are chosen to compare the unsteady and averaged pressure coefficients.
The results, in terms of pressure coefficient (Cp) distributions, are also compared with
the isolated rotor case to investigate the effect of the fuselage on the rotor flow field
and vice versa. Moreover, the effect of rotor wake on the fuselage is studied by

analyzing of recorded transient pressure data at measurement points.

Figure 6.50 : Locations of the static pressure orifices.

6.3.1 Computational mesh details

The computational grids for the rotor and fuselage configurations have almost the same
properties with the isolated rotor conditions where described in detail at previous
subsection 6.2.2.4. The only difference is the existence of the fuselage in the flow

domain, inside block 6.

The grid independence studies for the ROBIN fuselage carried out by [165] and [16]
indicate similar results. Heise et al. (2007) state that the grid independence was
obtained after reducing the surface element length to 0.75% of the fuselage length [16].
These studies have been considered as a reference to determine suitable grid sizes. In
the present study, the maximum surface element length is kept below 0.5% of the
fuselage length. Smaller element sizes are used on the surface of the vehicle at
stagnation and possible flow separation regions and where a proper representation of
geometry is needed, such as curved ones. The rest of the domain is represented by

tetrahedral volume elements. Because the poor quality elements have unfavorable
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effect on the results, a particular attention has been given to the unstructured mesh
generation process. The skewness of a mesh element is an indicator of mesh quality.
Highly skewed cells can decrease accuracy and stability of the solution. A skewness
value of zero holds for the ideal mesh element and a skewness of one shows highly
skewed element, which may lead to convergence difficulties. The maximum equiangle
skewness of the triangular surface element is allowed to be 0.1 and the maximum
skewness of the tetrahedral volume element is kept below 0.6 inside the computational

domain. The generated boundary layer mesh for the fuselage is shown in Figure 6.51.

Figure 6.51 : Boundary layer mesh around fuselage.

The generated volume meshes for the three different flight conditions, namely;
u=0.012, u=0.151 and p=0.231, are presented in Figure 6.52 (a, b and c), respectively.
In the preprocess stage, the mesh refinement was done in the possible wake regions at
a moderate level by considering the computational effort. The refinement was not
performed with a solution-based mesh adaptation feature. The possible wake regions,
where a finer grid is generated a priori, were determined by the help of prior numerical
predictions, which ensure already visualized wake patterns for the test cases examined

in this study.

109



- A, st /
Aok
N P
'b‘,
N

W
P

g‘
VA

 ASa

¥

M N
Ay

o

s
D ok o
" AN -

By N N SN
A 'AAV"'E A '4?‘ ﬁh’-’
N A ""ﬁ ;m&»
A R ) A AN
)“.‘1.“1" A, A Zav A A 137
4') “,:\' N 44' Va7 | 'J&' n'l;n* .
A &y . AR

»"{‘ |

Figure 6.52 : Volume mesh views: (a) u=0.012, (b) u=0.151, (c) un=0.231.
6.3.2 Numerical methods

The used numerical algorithms are identical with isolated rotor configurations. All the
simulation details are the same as described previously in Section 6.2.2.5.
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6.3.3 Results and discussion

For the cases considered, the effect of the fuselage on rotor blades’ pressure
distributions at a section of 75% blade radius is found to be negligible. However, a
comparison is made to deduce the behavior. The effect will be more significant at
radial cross-sections closer to the hub (radial position below 60% radius) where the
distance between rotor and fuselage becomes closer. The rotor blades are mostly
effected by the presence of the fuselage, especially at azimuthal positions of ¢ = 0,
and ¥ = 180°. Figure 6.53 indicates that the rotor blades at i = 0°, and ¢ = 180° are
under an up-wash effect due to presence of fuselage that results in greater sectional
thrust prediction. According to Figure 6.54 and Figure 6.55, a negligible downwash
induced by the fuselage is observed for p = 0.151 and g = 0.231 at azimuthal position
of ¢ = 0°. On the other hand, a favorable effect on rotor blades has been captured at
Y = 180° for these two cases. For u = 0.231 case, increase in the blade loading has
become even more distinct because the blade passes closer to the body. Similar results
have been obtained by [29, 35] for different rotor and fuselage configurations available
in the EU project GOAHEAD.
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Figure 6.53 : Comparison of —c,M2 .., at p=0.012.
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Figure 6.55 : Comparison of —c,M?, ., at n=0.231.
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The purpose was to develop a methodology by which rotorcraft intake aerodynamics,
the wake region and the effect of the rotor wake on the body can be evaluated. The
wake angle and downwash have to be predicted correctly for the accurate pressure
distribution around the fuselage. In a numerical study, it is indicated that the pressure
distribution of the fuselage significantly affected by the load distribution of the rotor
disk, [174].

The pressure fluctuations for one entire rotor revolution are plotted between Figure
C.1 and Figure C.3 for each of the designated fuselage points (Figure 6.50) for the
three advance ratios, respectively, to analyze the effect of the rotor blades on the body,
in comparison with data [104] and other computations [31]. To facilitate the
comparison of the unsteady data, the experimental data were shifted by a phase of 28
degrees to account for the experimental phase lag, [23, 31, 104]. A periodic change
was observed in the time-dependent pressure data by the rotational motion of the rotor
(4 peaks, 1 per blade, during one revolution). The dynamic behavior of the blades
under different operating conditions determines the amplitude of the pressure
distribution obtained on the body. The results of the present study are compared with
the results of experimental and numerical studies found in the literature. The current
predictions, in line with other numerical predictions, follow the variations present in
the experimental data [104]. Acceptable agreement with the experimental data is
obtained, though noticeable differences are detected, especially on the aft part of the
fuselage, at higher advance ratios. However, the obtained results are in a close
agreement with the numerical study presented by [31]. The rotor flow solver, rFlow3D,
used by the authors is based on the overlapped grid approach and depends on the
solution of Euler equations with the modified Simple Low-dissipative Advection
Upstream Splitting Method (SLAU) scheme. This locally preconditioned numerical
scheme enables the solver to calculate realistic drag coefficient values, both at low
speeds and at transonic speeds. The authors assert that the code ensures reliable results.

Moreover, the present results are also compared with previously published RANS
based computations of [30], Figure 6.56. This figure shows the variation of modified
pressure coefficient with azimuth location for p=0.151 and C1=0.0064 at selected
locations on the top centerline of the fuselage. Both the phase and magnitude
predictions are in good agreement. At sections x/R=0.2 and x/R=1.18, the magnitude

predictions agree well with the Vorticity Transport Method (VTM) results,
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demonstrating that the vortex structures are well captured. At section x/R=1.56, both
the compression and suction peaks are under-predicted as a result of the coarse grid
and numerical dissipation. Nevertheless, given the significant reduction in
computational costs, the results are very promising and suggest future potential of the

proposed methodology in using adaptive grid refinement.
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Figure 6.56 : Comparison of Cp fluctuations with other RANS results, [30].

The comparisons of surface pressure fluctuations are made after reaching a periodic
time solution (after five rotor revs). Generally, the magnitude of the amplitudes were
over-predicted in some of the locations on the front part and under-predicted at the aft
of the fuselage. The rotor wake at the lowest advance ratio (u=0.012) moves downward
and collides with most part of the fuselage, whereas at higher advance ratios, the wake
impinges only the rear part of the tail (Figure 6.59 a to c). According to Figure C.1, at
D8 (x/L=0.201) and D9 (x/L=0.256), the suction peaks agree well with experiment,
whereas the predicted compression peaks are higher. The largest deviation with data
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is observed at D26 measurement point located on the rear surface of the pylon. At D26
(x/L=1.00), the pressure peaks have a phase shift of approximately 25 degrees from
the experiment for all three test cases. However, all numerical predictions are
consistent with each other [31]. Same behavior is also presented in [30]. As can be
seen in Figure C.2 and Figure C.3, the pressure fluctuations are generally in agreement
with the experiment for the front half of the body, both in terms of phase and
amplitude. For the aft of the body especially, at D14 (x/L=1.18) and D15 (x/L=1.368)
where the rotor wake affects it, the agreement worsens in terms of the magnitude of
the amplitudes. Additional comparisons for the averaged Cp values at each pressure
orifice are made with both the experimental and numerical results. Figure 6.57 shows
that a fair agreement has been captured except at x/L=1.00. The cause of this difference
is considered as the existence of complex flow field on the aft of the fuselage caused
by flow separation and blade root vortices. According to the figure, the Cp values begin
to decrease as the advance ratio increases. This indicates that the effect of the rotor on

the fuselage is being reduced gradually, as the advance ratio increases.
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Figure 6.57 : Comparison of averaged periodical Cp values.
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There are many vortex identification techniques based on local analysis of the velocity
gradient tensor. For instance, the Q-criterion and A, criterion are used widely to
demonstrate the vortex structures. The Q-criterion determines vortices in the flow
regions by calculating the positive second invariant of velocity gradient tensor, which
indicates that the vorticity magnitude is greater than the magnitude of rate of strain.
The secondary condition for the Q-criterion is that the pressure in the eddy region
should be less than the ambient pressure. Jeong and Hussain (1995) asserted that Q >
0 does not guarantee the existence of a pressure minimum inside the region identified
by it [175]. The 4, criterion is formulated as a result of the requirements when a local
pressure minimum in a plane fails to identify vortices under strong unsteady and
viscous effects. By definition, the 2, < 0 condition holds for every point inside the
vortex core. The main difference between Q and A, criteria is that the A, criterion looks
for the excess rotation rate relative to the strain rate magnitude only on a specific plane,
whereas the Q criterion looks for this excess in all directions [175, 176]. Q-criteria do
not distinguish the difference between rotation and vorticity for rotating bodies. Both
the Q and A, criteria hold for incompressible flows only. For example, the pressure
Hessian concept defined for the A, criterion is not applicable for the case of
compressible flows because of the additional terms such as non-vanishing density
gradient and divergence of velocity [177]. Compressibility effect in vortex
identification is examined in [178]. According to this study, only the A-criterion and

the A.; criterion are directly extendable to compressible flows.

The wake structures are visualized by iso-surfaces of A, criterion and vorticity
magnitude to depict the rotor-fuselage interactional features in the flow field for
different forward flight conditions. These figures demonstrate a very good, qualitative
agreement when compared with the other numerical results found in literature [28, 31],
particularly for the predictions of shape and size of the tip vortex and their evolution
to form coherent vortex structures. The strength and position of the vortex wake
structure are of crucial importance for the rotor performance evaluation. More accurate
and reliable predictions may be obtained by using higher order numerical schemes
both in spatial and temporal coordinates. Figure 6.58 shows the computed vorticity
distributions for the analyzed test cases, when viewed from the front of the complete
helicopter model. In forward flight, the incident velocities at the retreating blade side

are relatively low when compared to advancing side of the disk. Therefore, the rotor
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loading becomes asymmetrical, resulting in different induced effects on each side of
the model at forward flight conditions. According to the figure, as the advance ratio

increases, the rise in the level of asymmetry becomes more distinct between advancing

and retreating blade sides.

(n=0.151)

(n=10.231)

Figure 6.58 : Iso-surface plots of vorticity ranges between 10-50 (1/s).
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Figure 6.59 depicts the rotor wake by the iso-surface plots of A, criterion. Figure
6.59(a), which represents the advance ratio of 0.012, shows the wake deflected back
very slightly, whereas the significant part of it moves in the downward direction. Thus,

the fuselage is influenced mostly by the rotor wake at the lowest advance ratio.

Figure 6.59 : Iso-surface plots of A2-criterion.
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At the higher advance ratios (u=0.151 and p=0.231), the calculations indicate that the
wake is blown back by the free-stream and impinged on the tail of the fuselage.
Furthermore, as shown by the comparison of Figure 6.59(b) and Figure 6.59(c), the
distance between adjacent tip vortices becomes larger. The wake angle bends further
toward the downstream. Therefore, the rotor-induced effect predicted is relatively
small at higher advance ratios.

The average thrust coefficients (C;) of the rotor and the vertical loads on the fuselage
for the three cases are given in Table 6.14. The fuselage loads are calculated by the
same formulation given for thrust coefficient. For u=0.012, the average C of the rotor
itself is 6.49 x 1073, the download of the fuselage is -0.249 x 103, and the total lift
coefficient is 6.25 x 103, The C; is calculated as 6.39 x 107 from the isolated rotor
configuration for the same test case (Table 6.13). The obtained thrust for the isolated
rotor is lower than the rotor thrust with a fuselage by 1.67% but larger than the total
lift value by 2.24%. The same comparison have been made by [31], who stated that
the isolated rotor thrust is lower than the rotor thrust with a fuselage by 0.7%, but
larger than the total lift value by 2%. As given in Table 6.14, the rotor effect on the
fuselage becomes negligible at higher advance ratios.

Table 6.14 : Predicted thrust coefficients for the rotor-fuselage configuration.

U M, Us Cr rotor CL,fuselage Total
0.012 0.0064 0 0.00649 -0.000249 0.00625
0.151 0.080 -3 0.00645 -0.0000409 0.00641
0.231 0.122 -3 0.00647 -0.0000404 0.00643

Surface flow visualization studies are performed to expose the effect of the rotor wake
on the fuselage. The streaklines obtained from the isolated fuselage analyses are
compared with the streaklines formed on the surface of the body under the rotor effect.
At the lowest advance ratio (Figure 6.60), the streaklines are generally directed
downward with nearly symmetrical distribution on the two sides of the model. At the
two higher advance ratios (Figure 6.61 and Figure 6.62), the streaklines are generally
directed downstream; however, some dissymmetry has been observed between
starboard and port sides of the fuselage. The streaklines on the starboard side are
directed more downward compared with the port side, as that part of the fuselage is
under the effect of advancing blade. The streaklines on the port side point downstream

because of the weaker induced effects of retreating blade.
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Figure 6.60 : Surface streaklines, u=0.012: (a) starboard, (b) port, (c) top views

Isolated Fuselage Configuration Rotor and Fuselage Configuration

=

() \’ﬁ@

(b)

Figure 6.61 : Surface streaklines, u=0.151: (a) starboard, (b) port, (c) top views

Isolated Fuselage Configuration . Rotor and Fuselage Configuration

Figure 6.62 : Surface streaklines, u=0.231: (a) starboard, (b) port, (c) top views
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7. CONCLUSION AND RECOMMENDATIONS

In the present work, numerical simulations of unsteady flow around helicopters are
carried out to examine the aerodynamic interaction between the main rotor and the
fuselage. A non-overset dynamic mesh approach is presented to analyze complex
flows such as the rotor-fuselage interaction using the ROBIN configuration with the
four-bladed IRTS rotor. In literature, majority of the complex interactional rotor
aerodynamics analysis is accomplished by specialized institutional codes such as those
of NASA, JAXA or EU. In this study, the unstructured Reynolds-averaged Navier-
Stokes (RANS) solver of commercial CFD code FLUENT is used for the analyses.
The reason for the selection of this code is that it is accessible by anyone, whereas the
specialized institutional codes are for internal use and can only be used within the
institution due to licensing legislations. Furthermore, most of the published works in
open literature consider Euler or wake prediction techniques. This study considers the
effects of viscosity by utilizing RANS based unsteady viscous compressible flow
analysis. Moreover, almost all existing literature uses sliding mesh or overset mesh
techniques to account for the rotor blade motion in forward flight. However, in this
study, the applicability of single unstructured meshes within predefined grid blocks
has been demonstrated. The prescribed flap and pitch rigid body motions of the blades
are introduced into FLUENT via the UDF code to take into account the effect of the
blade motion on the flow field and thus, on the performance of the helicopter. These
periodic blade motions are modeled into the simulations by first-order Fourier series
approximations through User Defined Function feature of the code. The UDF codes
are needed for simulating moving boundary problems, since these motions cannot be
directly represented with the existing code capabilities. The dynamic mesh technique
that is readily available in the code provides the relative motion between the main rotor
and the fuselage by taking advantage of volume mesh deformation and re-meshing
methods. While using the dynamic mesh technique, the prescribed blade motion may
result in undesirable grid qualities leading to unphysical solutions. This problematic
issue is alleviated by carefully selected dynamic grid parameters needed within the

spring based smoothing and re-meshing methods. The use of moving deforming grids
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are only required inside the predefined deformable grid block. In the current case
setup, the solver searches for the volume mesh element quality according to a
predefined threshold value at each time-step while the application of the dynamic mesh
technique. The invoke of re-meshing algorithm can be delayed by finding a logical
time interval in which the utilization of the spring analogy is sufficient and when re-
meshing is unnecessary. With such an approach, as a result of the reduced checks, a
significant reduction in computation time may be achieved, which results in a further

improvement of the present methodology.

The computational domain is modeled by unstructured hybrid mesh elements. The grid
Is pre-adapted to enhance the spatial accuracy of the solution. The volume mesh
refinement was not done by using a solution-based adaption feature like Adaptive
Mesh Refinement (AMR) technique. However, the possible wake regions, where a
finer grid is generated at the preprocess stage, were determined by the help of previous
numerical predictions, which ensure already visualized wake patterns for the test cases
examined. The mesh refinement is performed at a moderate level by considering
computational effort. Prior numerical studies found in literature have been considered
as reference to determine suitable grid sizes. These used grid metrics are consistent
with the use of standard wall function approach, which enabled the number of mesh
elements to be kept at an acceptable level. The complete flow field grids involve total
cell numbers below 8 million. The fascinating output of this study is that the presented
single grid methodology has given similar successful results with much lower number
of grid elements, thus resulting in much shorter computing times, using modest

computational power.

In this study, the segregated pressure-based solver and collocated cell-based grid
arrangement have been used to carry out a practical solution approach. The gradients
at the cell faces are computed by using Least Squares Cell-Based formulation. The
pressure-based segregated algorithm, which is a semi-implicit method for pressure-
linked equations (SIMPLE) based on the predictor-corrector approach, is adopted for
the pressure-velocity coupling. Some complex flow types may cause large gradients
in the momentum source terms between control volumes, thus resulting with steep
pressure profiles at the cell faces. For that reason, the most appropriate pressure
interpolation scheme convenient with the flow regime, by which the interpolation

errors can then be considerably reduced, should be employed to achieve an accurate
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computation. In this study, the pressure interpolation have been performed using a
second order scheme for the compressible flow analysis. The convective terms of all
transport equations are discretized by the second order upwind scheme and the
discretization of diffusive terms are based on the second order accurate central
differencing scheme. The time advancement on the unsteady solution is performed by
the first-order implicit formulation.

The accuracy of the present numerical predictions has been demonstrated by the
comparison of obtained results with the experiments and other available numerical
results found in literature. The present numerical approach can effectively capture
rotor wake and reach periodic solutions within 1.5-2 rotor revolutions for higher
advance ratios. Steady and unsteady pressure solutions and wake trajectories have been
compared with experimental data and other numerical solutions. The present
predictions correlate well with the measured unsteady pressure, which is given in
[104], in terms of both phase and magnitude variations at most of the measurement
locations. Discrepancies are observed particularly at the after body sections where the
numerical grid is coarser as a result of the larger distance between the rotor blade and
fuselage. It is observed that the rotor effect on the fuselage becomes negligible at
higher advance ratios, because the wake bends further downstream and flows above
the body. It is worthy to note that the accuracy of the numerical simulations is closely
related to the spatial and temporal resolution, numerical schemes and turbulence
models. Therefore, further validation would be beneficial by considering the effects of
all of the significant parameters. However, for the unsteady rotor-fuselage interaction
problem, the adequate level of reliability has been reached within a reasonable
computational time and it is found satisfactory for practical engineering purposes. The
present dynamic mesh algorithm with re-meshing is robust and efficient to deal with
large mesh deformations and can provide well captured, near wake topology, which is
beneficial for the physical interpretation of flow phenomena around helicopters.
Achieved reduction in computational costs will allow for flexibility in the
implementation of more sophisticated techniques such as the AMR for the higher-
fidelity analysis of the wake features. The proposed methodology may still be kept as
a practical solution approach, when the AMR technique is utilized with a careful set
of refining / coarsening levels. In addition, the presented methodology may be applied

on a full-scale helicopter geometry to create additional comparison data.
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Figure A.1 : Cp distributions obtained at o= -10°.
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Figure A.3 : Cp distributions obtained at as= 0°.
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APPENDIX B
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Figure B.1 : Flow patterns of different AoA conditions, top view.
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Figure B.2 : Flow patterns of different AoA conditions, side view.
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Figure B.3 : Flow patterns of different AOA conditions, isometric view.
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APPENDIX C

oExp: Mineck and Gorton, 2000 — Tanabe et al. 2010 — Present Study
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Figure C.1 : Comparison of Cp fluctuations (u=0.012).
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oExp: Mineck and Gorton, 2000 —Tanabe et al. 2010 — Present Study
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Figure C.2 : Comparison of Cp fluctuations (u=0.151).
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oExp: Mineck and Gorton, 2000 —Tanabe et al. 2010 — Present Study
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Figure C.3 : Comparison of Cp fluctuations (u=0.231).
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