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EXTENDING OPENSTREETMAP USAGE FOR
ADVANCED ROUTING SERVICES

SUMMARY

The last two decades have evidently witnessed a sudden boom in Information and
Communication Technologies (ICT), which include any communication device or
application like cellular phones, computer hardware, satellite systems and so on.
This has resulted into a massive flooding of geo-tagged information, efficiently being
handled by specialized Information Systems, aka Geographic Information System
(GIS). This massive or big data has contemporaneously led to the opportunities of
various geo-services, targeted for specific use-cases. However, because of primarily
being collected, managed, stored and distributed by Governmental and National
Mapping Agencies, there has always been a data access check for general users
and other low/mid class service-providers, except for those who can afford data’s
lofty pricing. The advent of Web2.0 technology, in this sense, has proven to be a
game changer, by allowing any end-user to generate, upload and disseminate his/her
own geo-data. Systems designed for these kind of data management are termed as
Volunteered Geographic Information (VGI) (introduced by Michael F. Goodchild).
One such famous, if not the famous, VGI project is OpenStreetMap (OSM), founded in
2004 by Steve Coast. Since genesis, this open-geo-data project has gone too far with
worldwide 9 billion mapped locations (nodes), 0.4 billion traced lines (ways), and
4.5 million sketched polygons (relations), generated by 3.1 million registered users,
approximately (November 2016 stats). It has clearly generated huge opportunities for
researchers to test their hypotheses on real-data, developers to structure meaningful
geo-services, analysts to study factual trends, and so on.

Primarily, OSM services can be classified into two categories, namely, Thematic
Mapping Service (TMS) and Vehicle Routing Service (VRS). One popular and
currently active VRS is Open Source Routing Machine (OSRM), which runs on top
of the OSM data to provide shortest routes between destinations, along with many
other small-scaled services targeted for specific users. Generally, these providers fail
to assimilate the state-of-the-art scientific findings into their services and lag more
advanced routing options. This substantial gap between developers and researchers
has conceptualized this presented thesis. It has been understood that a more structured
study of OSM’s suitability for VRS will bring forth better routing-services in future.
An attempt has been done to understand the current trend in OSM evolution and
where the project is heading towards. Few existing lags in its road data are identified,
which are supposed to tamper its usage applicability. Furthermore, one advanced
routing query is attempted to solve from an spatial perspective, backed by scientific
evidences in order to structure more featured services. The following four chapters
are documented in this fashion, with corresponding gist provided in the following
paragraphs.
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The 2™ chapter of this thesis, entitled Analysing the growth and governing factors
of Turkey OpenStreetMap dataset, has tried to understand how good OSM data-set
is for any plausible routing-service’s formulation. Because of having a no single
criteria to measure it, it has always been a topic of revision. Nevertheless, it has
been tried to picture this hypothesis by scrutinizing its spatial evolution with time
for the political region of Turkey, as backed by other researchers too (Pengxiang
Zhao for Beijing city, China) as one solid proxy. Although, the initial attempt was to
provide a global commentary, Turkey region is studied as one missing link in on-line
literature. Likewise conducted researches are quite discrete so far, leaving a room for
global study for more generalized commentary. Yet, conducted analysis has sufficed
data’s usability at regional level. Furthermore, an attempt has been done to relate this
evolution as a function of human-based parameters of the region, namely, literacy level,
population density, tourism activity, internet usage, and human development index, as
recommended by Neis Pascal as possible governing factors. The time-series statistical
analysis of a region helps to answer many questions which govern shaping that OSM’s
ecosystem. An attempt to answer many relevant questions could be find in the final
sections of the next chapter.

The key parameter to improve a routing-service is its underlying road length’s
precision. In chapter 3, entitled Improving OpenStreetMap derived road length on
a global scale using Curve Fitting approach, an attempt has been done to improve
the existing methodology to estimate curved-road length by adopting piecewise cubic
parametric polynomial curve fitting approach, which is proven to be a good way
to enhance best fit to series of data-points. Existing OSM data handling tools
estimate euclidean length between nodes, constituting a curved-road section, and
thereby, avoid road curvature factor altogether. Things get severe at places like
round-abouts. Practically, it is unattainable to trace down these kind of sections
with tolerable precision as it requires extensive mapping efforts by mappers, and will
remain unmanageable for OSM servers too. Unfortunately, no conducive work to
tackle this problem is done by other researchers in any peer-reviewed journal, may
be because of its simplicity to grasp and fix, nevertheless, it has been perceived to be
one valid gap which is necessary to be filled with scientific proofing. Key findings
and proposed methodology’s limitations are discussed comprehensively in the final
sections of 3" chapter. Additionally, a web-GUI is developed as one handy data
visualization platform.

Once the OSM’s usage possibility understood and road’s data quality improved, a
detailed study has been done to answer a more advanced routing query called the
Equality-Generalized Traveling Salesman Problem (E-GTSP), which is an extension of
the world famous Traveling Salesman Problem (TSP), by testing over real-city’s OSM
data. It is one NP-hard combinatorial optimization problem, with plethora of literature
already available on-line with sub-optimal to optimal solutions. A more recommended
dynamic programming approach to solve the E-GTSP is by transforming it to
corresponding TSP, as there already exists a range of TSP solvers. However, all
existing E-GTSP to TSP transformation algorithms are mathematical by origin, leaving
applicability difficult for untrained users for routing models. A new approach to
achieve this transformation for near-optimal solution involves considering the spatial
spread of vertices within a given city’s road-network’s graphs, as explained thoroughly
in 4" chapter, entitled A new spatial approach for Efficient Transformation of
E-GTSP to TSP. 5 different search algorithms are developed for possible tests on
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real-data of 15 cities worldwide, with 5 instances each, where each instance represents
the total number of groups withing that routing model.

The 5 chapter, entitled An attempt to reduce an E-GTSP instance size for GLKH
solution, is all about improving the model presented in 4/ chapter. A new custom cost
of vertex, Cost Product, is coined to reduce the dimension of instance before solving it
a given GLKH solution. The shrinked matrices generated using this cost are compared
with tested matrices that were obtained from GTSPLIB, for cost error, time, and space.
It is observed that for time and space measurements, shrinked matrices are better of
the order of 2"¢ degree polynomial than original ones. It is observed that percentage
cost error is a function of average number of vertex per cluster and is bounded within
specific range for different scenarios. The Cost Product is observed to be one custom
cost that could be used to reduce the size of a given E-GTSP instance before solving it
using GLKH. Key findings and general commentary are provided in the final section.

Findings of the subsequent four chapters have helped us to partially answer the
following questions: How good OSM data-set is for an advanced E-GTSP-solver
routing-service, and how underlying route length’s precision can be improved for
better results?. This study is expected to open future research possibilities for scientists
and researchers in the field of VGI, OSM, VRS, and open geo-data, and assist
developers to adopt good practices for improved services, as stated in each chapter’s
conclusion section. Nevertheless, a general conclusion is provided in the last chapter.
Future work might involve the identification of better socio-economic proxies for OSM
node density evolution, along with the identification of street network of different
kind. The developed R-Search methodology could be improved by the use of machine
learning and heuristic concepts. Statistical analysis to identify overshot nodes would
be useful to check out road sections not suitable for curve fitting. A general possibility
of future work is provided in the conclusion chapter.
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OPENSTREETMAP KULLANIMINI iLERI YONLENDIRME HIZMETLERI
ICIN GELISTIRMEK

OZET

Son yirmi yildir, cep telefonu, bilgisayar donanimi, uydu sistemleri gibi her tiirlii
iletisim cihazim1 veya uygulamalar1 iceren Bilgi ve Iletisim Teknolojilerinde (BIT)
hizli bir artis yasanmuigtir. Bu durum, Cografi Bilgi Sistemi (CBS) gibi 6zel bilgi
sistemleri tarafindan cografi etiketli verilerin biiyiik bir yogunlukla etkin bir sekilde
ele alinmasmna neden olmustur. Bu devasa ya da biiyiik veri eszamanli olarak,
belirli kullanim durumlari i¢in hedeflenen cesitli cografi hizmetlerin ortaya ¢ikmasinm
saglamigtir. Ancak, bu tiir verilerin genel olarak devlet ve ulusal harita kurumlar
tarafindan Oncelikli olarak toplanmasi, yOnetilmesi, depolanmasi ve dagitilmasi
gergeklestirildigi i¢in bu verileri satin alma giiciine sahip olamayan genel kullanicilar
ve diger diisiik ya da orta sinif hizmet saglayicilar i¢in her zaman bir erigsim kontrolii
olmustur. Bu anlamda, Web2.0 teknolojisinin ortaya c¢ikmasi, herhangi bir son
kullanicinin kendi cografi verilerini olusturmasina, yiiklemesine ve yaymasina izin
vererek mevcut sistemi degistirebilecegini kanitlamigtir. Bu tiir veri yonetimi i¢in
tasarlanan sistemler Goniillii Cografi Bilgi (GCB) (Michael F. Goodchild tarafindan
tanitilmigtir) olarak adlandirilmaktadir. Cok bilinen bir GCB projesi Steve Coast
tarafindan 2004 yilinda kurulan OpenStreetMap (OSM) dir. Bu agik konum verisi
projesi, Kasim 2016 istatistiklerine gore diinya genelinde 9 milyar lokasyon (nokta),
0,4 milyar ¢izgi (yol) ve 3.1 milyon kayith kullanici tarafindan olusturulan 4.5 milyon
poligon (iligkiler) verisi ile ¢ok fazla gelisme gostermistir. Boylece, arastirmacilarin
gercek veriler hakkindaki hipotezlerini test etmek, gelistiricilerin anlamli cografi
hizmetlerini yapilandirabilmeleri ve analistlerin fiili egilimleri incelemek gibi bir cok
alanda oldukca biiyiik firsatlar gelistirilmistir.

OSM hizmetleri 6ncelikle, Tematik Harita Servisi (THS) ve Ara¢ Yonlendirme Servisi
(AYS) olmak iizere iki sinifa ayrilabilir. Giiniimiizde aktif ve oldukca yaygin AYS,
belirli kullanicilar i¢in hedeflenen bazi kiigiik 6lcekli servislerin yani sira, hedefler
arasinda en kisa rotalar1 saglamak icin OSM verileriyle calisan A¢ik Kaynak Kodlu
Yonlendirme Aracidir (AKYA). Genel olarak, bu saglayicilar son teknoloji iiriinii
bilimsel bulgulari kendi hizmetlerine ve daha gelismis yonlendirme seceneklerine
saglamakta basarisiz olmaktadirlar. Gelistiricilerle arastirmacilar arasindaki bu 6nemli
farklilik, sunulan bu tez calismasinda kavramsallagtirilmigti.  OSM’nin AYS’ye
uygunlugunun daha yapilandirilmis bir calisma ile ele alinmasinin gelecekte daha
iyi yonlendirme hizmetleri saglayacagi anlagilmisti. OSM evrimindeki mevcut
egilimi anlamak ve OSM projesinin nereye dogru gittigini anlamak i¢in bir girisimde
bulunulmustur. Kullanim olanaklarini etkilemesi beklenen yol verilerindeki az sayida
eksiklik tamimlanmigtir.  Dahasi, daha gelismis hizmetlerin yapilandirilmasi icin
bilimsel kanitlarla desteklenen, bir mekansal perspektiften, bir gelismis yonlendirme
sorgusu c¢oziilmeye calisilmistir. Tezde yer alan sonraki dort boliim, bu bakis acisiyla
hazirlanmustir.
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Tiirkiye OpenStreetMap veri setinin biiyiime ve yonetim faktorleri baglikli bu tezin
2. boliimiinde herhangi bir makul yonlendirme hizmetinin formiilasyonu i¢in ne
kadar iyi bir OSM veri setinin oldugu anlasilmaya calisilmigtir. Olgmek igin tek
bir dlciit olmamasindan dolayi, her zaman bir revizyon konusu olmustur. Yine
de, bu hipotezi, diger arastirmacilar tarafindan da (Pekin sehri, Cin i¢cin Pengxiang
Zhao) tek bir ornekle desteklendigi gibi, Tiirkiye'nin siyasi bolgesi i¢in zamanla
mekansal evrimini inceleyerek aciklamaya calisilmustir. ik girisim kiiresel bir yorum
saglamak olsa da, Tiirkiye bolgesi ¢evrimici literatiirde eksik bir baglanti olarak
ele alinmistir. Benzer sekilde, arastirmalar su ana kadar olduk¢a ayriktir ve daha
genellestirilmis yorumlar i¢in kiiresel ¢alisma i¢in bir alan birakmaktadir. Ancak,
yapilan analizler, verilerin bolgesel diizeyde kullanilabilirligini gostermistir. Dahast,
bu gelismeyi, Neis Pascal’in olas1 bir yonetim olarak onerdigi gibi, bolgenin insan
temelli parametrelerinin, yani okur-yazarlik seviyesinin, niifus yogunlugunun, turizm
faaliyetinin, internet kullaniminin ve insani gelisme endeksinin bir fonksiyonu olarak
iligkilendirmek icin bir girisimde bulunulmustur. Bir bolgenin zaman serisi istatistik
analizi, OSM’nin ekosistemini sekillendiren ve yoneten bircok soruyu cevaplamaya
yardimer olmaktadir. Bircok ilgili sorunun cevaplanmasi, bir sonraki boliimiin son
boliimlerinde yer almaktadr.

Bir yonlendirme servisini iyilestirmek icin anahtar parametre, temel yol uzunlugunun
dogrulugudur. Egri uydurma (Curve Fitting) yaklasimi kullanilarak OpenStreetMap
ten tiiretilmis yol uzunlugunun kiiresel olgekte gelistirilmesi baglikli 3. boliimde,
mevcut oldugu kanitlanmis, parcali kiibik parametrik polinom egri uydurma
yaklagimini benimseyerek, kavisli yol uzunlugunu tahmin etmek icin mevcut
metodolojiyi gelistirmek icin bir girisimde bulunulmustur. Mevcut OSM veri isleme
araclari, noktalar arasindaki Oklid uzunlugunu tahmin ederek egri yol kesiti olusturur
ve bdylece yol egriligi faktoriinii tamamen ortadan kaldirir. Bu durum keskinliklerin
ortadan kalmasi durumunda daha da artmaktadir. Pratik olarak, bu tiir boliimleri
haritacilar tarafindan kapsamli haritalama cabalar1 gerektirdiginden tolere edilebilir
hassasiyetle takip edemez ve OSM sunuculart icin de yoOnetilemez duruma gelir.
Ne yazik ki, bu sorunun ¢oziimiine yonelik bir calisma, belki de kavramanin ve
diizeltmenin basitliginden dolay1 herhangi bir hakemli dergide baska arastirmacilar
tarafindan yapilmamistir. Ancak bilimsel kanitlama yoluyla doldurulmas: gereken
bir bosluk oldugu diisiiniilmektedir. Temel bulgular ve Onerilen metodolojinin
stnirlamalar1 3. boliimiin son kisminda kapsamli olarak ele alinmistir. Ayrica, bir
web tabanli grafik kullanici arayiizii bir kullanigh gorsellestirme platformu olarak
gelistirilmistir.

OSM’nin kullanim olasilig1 anlagildiktan ve yolun veri kalitesi 1yilestirildikten sonra,
diinyaca iinlii Gezgin Saticis1 Probleminin bir uzantist olan Esit-Genellestirilmis
Gezgin Saticist Problemi (E-GGSP) adi verilen daha gelismis bir yoOnlendirme
sorgusuna cevap vermek i¢in gercek uygulama alaninda OSM verilerini test ederek
ayrintili bir ¢alisma yapilmistir. Bu optimal ¢oziimler icin literatiirde yer alan bir
optimizasyon problemidir. E-GGSP’ni ¢6zmek i¢in daha fazla 6nerilen bir dinamik
programlama yaklasimi, bunun mevcut birgok GSP doniistiiriiciisii kullanilarak karsi
geldigi GSP ne doniistiirmektir. Ancak, mevcut tim E-GGSP’nin GSP doniisiim
algoritmalarina gore kokeni matematikseldir ve yonlendirme modelleri i¢in egitimsiz
kullanicilar i¢in uygulanabilirli§ini zorlagtirmaktadir.  Bu doniigiimiin optimale
yakin ¢oziimii i¢in gerceklestirecek yeni bir yaklasim, E-GGSP’nin GSP’ye verimli
doniistimii icin yeni bir mekansal yaklasim baglhikli 4. boliimde ayrintili olarak
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aciklandig1 gibi, belirli bir sehrin karayolu ag1 grafikleri i¢indeki kdse noktalarinin
mekansal yayillimin1 goz Oniinde bulundurmayi kapsar. Diinya ¢apinda 15 sehrin
gercek verileri iizerinde olasi testler i¢in 5 farkli arama algoritmasi gelistirilmistir. Her
bir drnekte, bu yonlendirme modeline sahip gruplarin toplam sayis1 gosterilmektedir.

Basgligi GLKH c¢oziimii i¢in bir E-GGSP 6rnek biiyiikliigiinii azaltma girisimi olan 5.
boliim, 4. boliimde sunulan modeli gelistirmekle ilgilidir. Kirik noktalarinin yeni bir
maliyeti, , belirli bir GLKH c¢oziimiinii ¢6zmeden dnce 6rnek boyutlarimi azaltmak
icin iretilir. Bu maliyet kullanilarak iiretilen daraltilmis matrisler, maliyet hatas,
zaman ve alan i¢cin GTSPLIB’den elde edilen test matrisleri ile karsilagtirilmistir.
Zaman ve uzay Ol¢iimleri i¢in, biiziilmiis matrislerin orijinal derecelere gore 2. derece
polinoma gore daha iyi oldugu gozlenmistir. Yiizde maliyet hatasinin, kiimelenme
bagina ortalama kirik sayisinin bir fonksiyonu oldugu ve farkli senaryolar i¢in belirli
bir aralik icinde sinirlandig1 gozlemlenmistir. Maliyet iiriiniiniin, belirli bir E-GGSP
orneginin boyutunu GLKH kullanarak ¢6zmeden 6nce azaltmak icin kullanilabilecek
bir 6zel durum oldugu goriilmektedir. Son boliimiide temel bulgular ve genel yorumlar
yer almaktadir.

Birbirini izleyen dort bolimiin bulgulari, asagidaki sorularin kismen yanitlanmasina
yardimc1 olmustur. Gelismis bir E-GGSP ¢6ziicii yonlendirme hizmeti i¢in ne kadar iyi
OSM veri kiimesi kullanilmalidir ve daha iyi sonug¢lar icin yol uzunlugunun hassasiyeti
nasil gelistirilebilir? Bu calismada, GCB, OSM, AYS ve acik cografi veriler alanindaki
bilim adamlar1 ve arastirmacilar i¢in yeni arastirma olanaklarim1 agmasi ve her
boliimiin sonug¢ kisminda belirtildigi gibi, gelistiricilerin daha iyi hizmet sunabilmeleri
i¢cin uygulamalar1 benimsemelerine yardimei olmasi beklenmektedir. Bununla birlikte,
son boliimde genel sonuglara yer verilmistir. Gelecekteki calismalar, OSM nokta
yogunlugu evrimi i¢in daha iyi sosyo-ekonomik verilerin tanimlanmasin1 ve farkl
tirdeki yol aglarinin tanimlanmasini igerebilir.  Gelistirilmis R-Arama yoOntemi,
makine 6grenimi ve sezgisel kavramlar kullamlarak gelistirilebilir. Istatistiksel analiz
yardimiyla gereksiz noktalar1 tanimlamak ve egri uydurma i¢in uygun olmayan
yol boliimlerini kontrol etmek miimkiin olacaktir. Sonu¢ boliimiinde genel olarak
gelecekte gerceklestirilebilecek calisma olasiligi sunulmustur.
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1. INTRODUCTION

With global urban population expected to grow from 4.9 to 7.4 billion between
the years 2014 and 2050, there is a worldwide need for smart urban transportation
solutions. Almost 90% of this increase is expected to take place in developing
nations, primarily from Asia and Africa [155]. It is believed that by 2050, there
would be around 2-3 billion vehicles running in the world [156]. Smart urban
solution refers to the use of Information and Communication Technologies (ICT) to
optimize city functions and drive economic growth, primarily by the use of emerging
automation, machine learning and advanced routing algorithms. [73] has defined smart
urban mobility as the use of technology to generate and share data, information and
knowledge that influences decisions to enhance vehicles, infrastructure and services.
Smart mobility is a system that requires optimised geo-data and optimised routing
algorithms to run on top of it. With over 50 different public and private routing projects
using the free availability of OpenStreetMap (OSM) dataset, it is believed to be one
continuously evolving dataset to built any routing service on top of. Few aspects,
however, are necessary to consider before understanding its suitability for routing
services. These are how the data is changing and behaving with time and how accurate
the dataset is for routing use-case. Routing algorithm, however, remains independent
of these aspects as any dataset could be used with it. Nevertheless, it should be studied
along with underlying dataset to find any semantics dependency. Improving routing
algorithm involves optimising mathematical ways to find a near optimal route within
a given time and space. The whole thesis is structured in this manner. The first two
chapters, primarily, talk about the dataset and the last two chapters talk about routing

algorithm’s optimisation.

This age of online-data dissemination with no physical constraints and bottlenecks
is allowing narrowly targeted goods and services as economically attractive as
mainstream businesses ([128], [2]). For example, Wikipedia holds a huge pile of online

free-content and competes with proprietary Encyclopedia Britannica. This approach



has even allowed amateur cartographer or citizen to upload tagged geo-data of any
region to online servers [104]. OpenStreetMap (OSM) is one classic example of this
kind which started in 2004, with objective to establish a free and editable map of
the world. This VGI has recently gained huge popularity by providing big volume
data with limited or no restrictions [163]. By the end of 2015, there were around 5
billion GPS points, 3 billion nodes and 4 million relations in OSM dataset [127]. It is
important to understand what spatial evolutionary pattern does Turkey-OSM dataset
have followed since 2007 to predict the future of it as has already been done by
researchers for other cities ([167], [41], [19], [18], [162], [60]). The time-series
statistical analysis of a region helps to answer the following questions, which govern
shaping that OSM’s ecosystem: What is the mapping behaviour at more refined zoom
level? e What are the few local restrictions to be handled separately? e Which
areas require more mapping efforts? e What is the psychology of a mapper behind
volunteered activity? e How much data is prone to vandalism or already affected
by it? e How the project should be treated locally in future? Factors used for this
analysis are Literacy Level (graduated students), Population Density, Tourism Activity,
Internet Usage [84], and Human Development Index (HDI). 2™ chapter primarily talks
about the evolution of dataset and reports crucial finding. No acknowledged study
regarding Turkey-OSM dataset spatial evolution, socio-economic factors impact on
such evolution, contributors involvement and general commentary on data health is
present in online literature. Conducting this study is therefore essential to bring forth
VGlI responses at higher resolution (spatial and temporal) in developing country ([163],
[66], [162]) like Turkey with fairly rich OSM dataset (17 million points, 1.3 million
edges AKA lines, and 0.4 million polygons [124]). This analysis is also important for
any VRS development that leverages its open geo-dataset for underlying graphs. 2
chapter, thus, primarily talks about how to obtain an improved geo-attribute from OSM
dataset for VRS and other urban planning tasks, like road network visualisation, urban

construction etc.

The broad range of applications of OSM has encouraged researchers and developers to
collaboratively develop tools like osm2pgsql, osmium, osmosis, osm2pgrouting etc. to
handle, manipulate and tweak its Extensible Markup Language (XML) data. Many

services online leverage its raster and vector dataset for different use cases [131].



These services could be broadly divided into Thematic Mapping and VRS [54]. In
cartography, map generalisation is used to reduce feature details [96]. It is being
done by mappers while uploading features in VGI projects like OSM. There is no
one reason for mappers generalising features, ranging from time availability etc. to
poor background imagery ([98], [78]). It is observed that a reverse-generalisation of
linear features is fruitful for better geo-attribute estimation. Chapter 3 talks about
a curve fitting approach to obtain improved geo-attributes, that otherwise is missing
in raw XML data. For curved road sections this kind of curve fitting is highly
crucial. Instead of using Euclidean formula, a cubic parametric polynomial curve
fitting algorithm, based on Pythagoras and Mean-Value theorem, is derived. The main
objective of this chapter is to explain a data processing limitation in OSM ecosystem
and a quick fix to it. The derived equation is applicable for any VGI with XML data
format. Quality assessment done by other researchers primarily work on raw data set
by comparing it with other governmental/proprietary data set ([43], [66]), by using
indirect approaches like Linus Law ([42], by using contributors count as quality proxy
([84], [84], [78]), by developing intrinsic quality assessment parameter/tools ([82],
[36], [31]) and by reviewing its change set dump file [5]. This way, they do not
consider the derived attributes after download post-processing. No online literature
in peer-reviewed journal is available to be used as benchmark for this study. Once
improved, this value is crucial for services where road length value is primarily used

like vehicle navigation and routing like the world famous TSP.

Travelling Salesman Problem (TSP) is a well-known and thoroughly studied
combinatorial optimisation problem that asks to find a minimum-cost Hamiltonian
cycle in G [46] connecting each node in a graph exactly once. It has numerous
applications in areas like vehicle routing, networking, sequencing, scheduling,
communication etc. [67] and therefore has attracted researchers for decades. A
detailed classification of different type of TSPs and their solutions is done by [91].
Generalized-TSP (GTSP) is a direct extension of TSP [51] where the set of nodes is
further divided into a number of groups and the task is to find a minimim-cost cycle
passing each group exactly once. It has huge relevance in location based problems like
routing, logistics, urban planning, telecommunication etc. Many advanced heuristics to

solve its complexity include Ant Colony algorithm [161], Memetic algorithm ([10] and



[38]), Variable Neighbourhood Search algorithm [53], Random Key Genetic algorithm
[100], Reinforcing Ant Colony system, Efficient Composite heuristic [93] etc. Chapter
4 talks about a spatial approach to reduce an E-GTSP instance to TSP before solving
it using some TSP solver like the state-of-the-art Lin-Kernighan-Helsgaun [50]. Since
the attempt is to see how good or bad the OSM dataset is for vehicle routing services,
a spatial approach is followed for this transformation problem. Five possible search
algorithms are proposed and tested on OSM street-network dataset to decide how to
reduce the instance size. No key literature for this type of spatial transformation of

E-GTSP is available online.

Finally, we have tried to improve the proposed R-Search model by defining a new cost
value, called as Cost Product. It is formulated to reduce the overall cost-matrix size for
fast and low-spaced computation. This new matrix systematically reduces the cluster
size by keeping the probability of finding the best and optimal vertex in each cluster
high. Results in terms of time, space, and cost error are compared with results drawn
from the state-of-the-art GLKH solution [150]. Chapter 5 talks about it’s nature of
being bounded and how coefficient of variation limits the probability of finding optimal
node within X%. Cost Product, thus, is applicable for any kind of instances, and not
just instances representing routing problem. The proposed hypothesis of relationship
between cost error, probability, coefficient of variation and X% is justified by the

observed curve, which turned out to be inversely proportional.

All chapters attempt to answer the question of how efficiently the OSM dataset of a
developing country, like Turkey, could be used for advanced vehicle routing problems.
It has also been attempted to see if derived geo-attributes from OSM XML format
could be improved with any tweak in existing algorithms. Results are promising and it
has been observed that although OSM project has a long way to go, there are ways to
understand the quality of derived attributes and, indeed, it could be used for advanced
routing problems like E-GTSP, especially for rich graphs. A general conclusion and
recommendation is provided by the end of each chapter and the last one. Developed
codes and concepts are freely available online at my Github repository and is open

under the MIT license.
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2. ANALYSING THE GROWTH AND GOVERNING FACTORS OF TURKEY
OPENSTREETMAP DATASET

2.1 Abstract

Plethora of studies have already been conducted in recent years about OpenStreetMap
(OSM) project covering many aspects for developed countries and major world cities
with limited attention on the developing ones. This paper presents an analysis of the
spatial evolution of Turkey-OSM dataset from 2007 to 2015 year, and shows how
it is related to different socio-economic factors of the region. Major key findings
from this analysis are (a) an east-west spatial biasedness in OSM features density
is observed in the country, (b) there is a high direct correlation between Population
Density and Literacy Level with features density in the region, (c) there is an increase
in socio-economic factors correlation with features density and OSM registered users
mapping involvement with time, (d) Exploration and Densification processes are found
responsible for the evolution pattern of street network dataset, (e) there is a high
participation inequality among contributors among editing activities, (f) only around
5 Crazy mappers are found responsible for country’s 50% OSM geo-data upload,
however there varied data sources (e.g. other mapping projects, governmental data,
in-person data acquisition etcetera) support the usefulness for specific case scenarios.
Present study, thus, has opened up research paradigm for data quality assessment
of Turkey-OSM dataset and modelling relationships between different Volunteered

Geographic Information (VGI) mapping projects.

2.2 Introduction

Advent of Web2.0 [130] technology has allowed the Twenty-first century mankind to
exploit more intelligently the Long Tail theory according to which our economy and
culture is profoundly getting drifted away from a focus on a relatively small number of
"hits" (mainstream solutions and domains) at the crest of the demand curve and towards

a glut of niches in the tail. The call for one-size-fits-all bucket to encapsulate products
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and users is waning away with reduction in the production- and distribution-cost of
online content. In this age of no physical constraints and bottlenecks of online-data
dissemination narrowly-targeted goods and services are getting as economically
attractive and lucrative as mainstream fare ([128], [2]). For example, we now
have Skype and Viber in Telecommunication sector, which was predominantly
governed by Telecom industries for decades. Wikipedia is holding a huge stock of
online free-content, competing proprietary Encyclopedia Britannica. Government and
National Intelligence Agencies were regulating confidential information in the past but
recent free publication of classified information by WikiLeaks and OpenLeaks has left
a foot-print on human history [74]. Similarly, Volunteered Geographic Information
(VGID) ([34], [69], [43]) or Crowdsourcing Geographic Data ([47], [23]) has evolved
due to easy geo-data generation and circulation by human-beings acting as a sensor
[33] as an additive to geographic information which is conventionally being compiled
and retained by National Mapping Agencies and other private cartographic companies
[26]. This contemporary approach has allowed even a naive cartographer/citizen with
limited or no mapping experience to collect, map, and upload geo-data with extendable
tagging options [104] of any region to online-servers. A classic live VGI example is
OpenStreetMap (OSM) project [45] with genesis in 2004 with the objective to establish
a free and editable global street map, in addition to many other similar examples
like Wikimapia, Wikiloc, Foursquare, Google Map Maker etcetera but with distinct
objectives. This classic example has recently gained immense popularity because of its
big volume data (mapped by contrasting geo-data producers, AKA NeoGeographers
([35], [44]) because of no defined editing restrictions), heterogeneity, abundance, and
free data access and thus has attracted extensive interest from researchers of ranging

domains [163].

Present article is an attempt to answer what spatial evolutionary pattern does
Turkey-OSM dataset have followed since 2007 until 2015 considering the necessity
which has already been proven in plethora in the past ([167], [41], [19], [18], [162],
[60]) for live/future VGI project’s formulation and growth rate speculation, and has
tried to understand selected socio-economic factors’ impact on it. Selected factors’,
i.e. Literacy Level (graduated students), Population Density, Tourism Activity, Internet

Usage [84], and Human Development Index (HDI), effect on VGI projects has not



been discerned so far in previously acclaimed studies with few mere speculations
[84]. Furthermore, a commentary on the correlation between the number of active
contributors and size of OSM dataset and the health of Turkey-OSM dataset is
provided. To the best of authors’ knowledge this kind of high resolution (at provincial
level) OSM statistical analysis for a whole country backing existing theories along
with current case specific vital observations on an eight year time-frame is first of its
kind and authors believe that this will bring forth compelling pattern, trend, proxy
parameters, and future research paradigm with usefulness to restructure existing and

future similar projects.

The rest of the article’s body is documented into the following sections e Review
of latest notable OSM research and different facets of tackled analysis; e Study
set-up: Data sources/processing/adjustment and adopted hypothesis; e Results and

Discussions; and e Conclusions and Future Work.

2.3 Review of Research on OpenStreetMap

By the end of 2015 OSM dataset has had an enormous amount of geo-tagged world
data in the form of approximately 5 billion GPS points, 3 billion nodes, 3 billion ways,
and 4 million relations contributed by around 2.5 million registered users worldwide
[127]. One of the many possible reasons for this popularity hype is Google’s partial
pulling out its Map APIs from public domain in 2012 [126], thus encouraging Apple
iPhoto, FourSquare, Craiglist, Flickr [166], and many more to switch to the OSM.
This massive dataset has brought forth possibilities of investigating a broad spectrum
of domains such as data accuracy, data exhaustiveness, possible usage, time-series
data evolution, motivated psychology and elements governing this psychology of

contributors, and relationship with other VGI projects [83].

Regional/Global OSM data accuracy has already been studied by researchers in
great detail from many perspectives in recent years, for example by comparing with
governmental/proprietary dataset ([43], [66]), by using indirect approaches like Linus
Law [42] or using contributors count as a quality proxy ([84], [86], [78]), by developing
intrinsic quality assessment parameter/tools ([82], [36], [31]), and by reviewing its
changeset dump file [5]. Linus law (formally "Given enough eyeballs, all bugs

are shallow" [92]) which explains the direct relationship between the number of
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developers assigned to a project and its bugs detection rate was also found applicable
for OSM data reliability and credibility assurance by [42] where below 6 m positional
accuracy is reported for regions with more than 15 contributors per km? area. OSM
participation inequality was stated by few researchers ([163], [78], [84] by reporting
top 3% OSM members as Senior Mappers in 12 urban cities, and [86] by reporting
5 active per 100 members with majority being located in Europe as a proxy for data
quality check-up [data_quality o< 1/participation_inequality]). On the contrary, a
thought-provoking conclusion was drawn by [79] by negating the idea of counting
the number of contributors as a quality (metadata) proxy ([42], [84], [86], [78]).
Researchers like [82] (comprehensive rule-based prototypical tool for vandalism), [36]
(VGI quality assessment approaches), and [31] (key French-OSM spatial data quality
assessment parameters, extending the work of [43] for London) have tried to exploit the
OSM intrinsic parameters for plausible data scrutiny and boost, thus adding additional

quality assurance mechanism.

Sagacious delve on deciphering OSM dataset completion has always been impeded
by strict licensing policy, bounded usage, reserved availability, and lofty pricing of
governmental/proprietary geo-data sources which act as a reference dataset ([27], [43],
[66], [167]). Nonetheless, recent years have witnessed some notable contributions
on this in scientific literature (for example, Germany-OSM street network data by
[85] using proprietary dataset, USA-OSM bicycle trail and lane data by [52] using
data from local planning agencies, and USA-OSM street network data by [166] using
TIGER/Line data [125]). Few of the many OSM use-case scenarios include measuring
urban sprawl with its street data as a population proxy [55], developing Location
Based and Emergency Medical Services ([80], [1], [4]), generating interactive 3D
City Models using Shuttle Radar Topography Mission height data [89], extracting
Image-based road network [15] and multilane roads data [70], calculating shortest
routes within urban cities [165], and validating/reforming existing Land Use/Land
Cover (LULC) data like Global Land Cover Maps [29]. Recent adoption of OSM data
during Haiti earthquake relief operations has further stretched out its plausible usage in
natural calamities as well [17]. [33] has argued personal satisfaction and community

serving as two key motivating fuels behind crowd sourcing activities and VGI gain.
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[11] and [12] have further segregated these and other motivating aspects into intrinsic

and extrinsic categories.

2.3.1 OSM effort in Turkey

No acknowledged study regarding Turkey-OSM dataset spatial evolution,
socio-economic factors impact on such evolution, contributors involvement, and
general commentary on data health is present in online literature. Conducting
current study is therefore essential to bring forth VGI responses at higher resolution
(spatial and temporal) in a developing country ([163], [66], [162]) i.e. Turkey with
fairly rich OSM dataset (17 million points, 1.3 million edges AKA lines (in the
following text, edge terminology is used for any line/polyline feature), and 0.4 million
polygons [124]), and authors do believe that this will subsequently add insights to

help popularize/expand the same. Five aspects of dataset analysis are:

1. Time-series spatial evolution: One of the first aspect which has been studied
thoroughly in this article is how the dataset has spatially evolved in a ten year of
time-span. This will advance the work of [18], [163], [19], and [162] and discuss if

the mapping activity is regionally biased or not.

2. Effect of region’s socio-economic factors on its spatial evolution: In order to
identify the impact of socio-economic factors on VGI activities five major factors
(namely, Population Density [85], Literacy Level, Tourism Activity, Internet Usage
[84], and HDI) as also discussed by other researchers are compared with OSM

features density on a time-scale.

3. Processes governing the evolution of country’s road network: What evolutionary
trend [41] does the Turkey-OSM street network dataset has followed in the given
span of time is observed and reported? This aspect is studied considering the
famous Exploration and Densification elementary processes concept for road
networks evolution [103] which has already been propped in other similar studies

([19] and [18]).

4. OSM-contributors mapping behaviour: The forth aspect of conducted analysis is
to determine the confidence level by which the density of the number of distinct

contributors with at least one contribution can be used as a proxy for region’s OSM
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features denstiy. This proxy has been thoroughly studied by other researchers but
at different zoom-level and region ([85], [83], [42], [74], [79], [78], [167], [163],
[166]).

5. Quality of the dataset: 1t is fairly important to report the quality of a given OSM
dataset in order to identify the usefulness for specific use-cases. Past researchers
have used the participation inequality in editing processes as one strong proxy for
VGI data accuracy/health ([163], [78], [84], [86]) and therefore in this study also
authors have used this proxy along with mappers varied geo-data sources to provide

a general commentary on Turkey-OSM dataset usefulness.

2.4 Study Set-up: Data Sources and Processing

2.4.1 Source and Format of Data

High interoperability of OSM dataset by having various data sources (Full Planet
dump file [124], Geofabrik downloads [121], Overpass API [122]) and formats
(ESRI-Shapefiles *.shp, Extensible Markup Language (XML) *.0sm, Protocolbuffer
Binary Format *.pbf) is considered as one another reason for its popularity hype.
This was further facilitated by upgrading its Editing API (latest v0.6) in due course
of time [120] depending upon the technological advancements and user requirements
and switching its license from Creative Commons Attribution-ShareAlike 2.0 to Open
Database License (OdbL) in 2012 [119], thus allowing users and others to freely share,
modify, and use the database [118]. Full Planet dump file does not consist of edits
before 2007 since object history feature was introduced in Editing API v0.5 [120] as
also reported in Section 2.5.1 and has lost 1% of data during conflict of users interest
during 2012 licensing event [119]. Nonetheless, dump files are proven to be the best
source of OSM dataset to study time-series evolution ([78], [79], [81], [85], [52], [166],
[81], [5]) as other sources only reflect the latest snapshots for a specialized region, and

authors do not believe 2012 data loss to bias it.

Full Planet dump file (size approximately 67 GB and 1.5 TB when compressed
and uncompressed, respectively) dated September 02, 2015 (last stable history
release at the time of data processing) was downloaded from [124] which contained

OSM complete database including editing history from as far back as 2007 until
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September 2015. The file is in a human-readable XML format containing three
primitive data elements/features: node (point), way (polyline and polygon), and
relation (logical combination of nodes, ways and/or other relations), annotated
with tags in a key-value structure of free format text fields [123]. Provincial
statistical data of socio-economic factors for last ten years was downloaded freely
from TUIK (Turkish Statistical Institute) online portal [108] which is a national
level government organization for data (demographic/geographic/scientific/economic
etcetera) collection, storage, processing, and distribution for policy formulation,
educational, and scientific purposes. The variable of related domain downloaded from
TUIK statistics portal are as follows: Number of students for vocational training
school and undergraduate programs of higher education institutions: Graduates /
Total from Education >Higher Education domain as an indicator of Literacy Level
(Figure 2.1a), Annual growth rate and population density of provinces from Population
and migration >General Population Censuses as Population Density (Figure 2.1b),
Number of arriving foreigners by province of border gate and mode of transport : Air
way from Tourism as Tourism Activity (Figure 2.1¢), The proportion of individuals
regularly using the Internet from Transportation and Communication as Internet
Usage (Figure 2.1e), and Per capita gross value added (GVA) : Per capita GVA
($) from National Accounts as a proxy of HDI (equation 5.2) (Figure 2.1d). The
ill-famed Syrian Refugee Crisis has caused heavy foreigners influx via Road way
at the south-eastern (South-East Anatolia, Figure 2.1e) part of country in recent
years contaminating data of Tourism Activity and therefore only Air way as the
mode of transport was selected to get a better statistical picture (Figure 2.1c). Data
corresponding to the length of provincial roads in order to negate the idea of roads
scarcity as a reason for spatial biasedness of Edges feature density (Section 2.5.1) was

obtained from General Directorate of Highways [107] website (Figure 2.1f).

2.4.2 Data Processing Steps

OSM XML file could be made processable by a variety of command line tools such as
osmosis (Java application for reading/writing databases [117]), osmium (multipurpose
tool for data interoperability and time-series analysis [116]), osm2pgsql (tool to

convert XML data to PostGIS-enabled PostgreSQL databases [115]), osm2postgresql
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(to simplify rendering with QGIS and other GIS/web servers [114]), osm2pgrouting
(to import data file into pgRouting databases [113]) etcetera; however because of
being designed to work on recent data version of a given region for specialized
tasks these are not suitable for the carried out processing. Instead, osmium based
open-source osm-history-splitter tool [112] which is laid out to help split the Full
Planet dump files for any world region using its bounding-boxes, .poly files, or .osm
polygon files was used to crop September 02, 2015 dump file using bounding-box
covering the political region of Turkey by softcut-algorithm. Subsequently, country’s
ESRI-shapefile for provincial boundaries was used to further crop down the data into
81 different provinces excluding Cyprus which is a land of conflict with finally loading
up each cropped province into different schemas of PostGIS enabled PostgreSQL
database. In order to expedite the process of data management and querying each
provincial dump file data was classified into three databases delineating point, edge,
and polygon (covering all primitive geometry elements for analysing individual dataset
evolution) with each one having 81 schemas. Finally, each schema was divided into 18
time-tagged tables depending upon the features’ date of creation (valid__from column),
thus, making (18 x 81 x 3) 4374 tables in totality. The time intervals used for feature
categorization are as follows: between April 01, 2004 to April 01, 2007, between April
01, 2007 to September 01, 2007, between September 01, 2007 to April 01, 2008 and
so on, till between April 01, 2015 to September 01, 2015, comprising 18 such intervals
(April and September months were selected to divide a year into two halves in order
to represent summer (Tourism and out-door activity) and winter (arm-chair mapping

activity) season).

It is possible to attach any kind/type of tag to an OSM feature using its online [111]
or stand-alone JOSM [110] editor making it prone to noise intrusion. It was therefore
necessary to be specific in features selection using pre-defined tags [104] for current
analysis. It was observed that only 2% of the whole point data under investigation
have some sort of tags associated with it and authors decided to break it down into
Points(all) (all Point features present in the dump file) and Points(tagged) (all Point
features with not null tags) subcategories. For edges and polygons, features with
Highway (describing all roadways and footpaths including motorways, residential

roads, primary roads etcetera, except cycleways and railways) and Building, Landuse,
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Natural (describing major LULC feature and man-made structure) key were selected,
respectively, making four final feature categories, i.e. Points(all), Points(tagged),
Edges, and Polygons. Only relevant keys, with no values legitimacy estimation
because of the unavailability of any reference dataset, are favoured for Edges and
Polygons knowingly the fact that it may influence the true picture marginally. Author
has developed three Python scripts in order to automate data querying and results
storage processing which took around two months to finish on an Ubuntu-14.04 Trusty
Server with 40 GB total RAM, downloadable from his Github account [105] along
with a comprehensible README file. However the author has advocated the scripts
development on language more closer to the hardware (mainly C++) for accelerated

big data processing.

2.4.3 Data Adjustment and Normalization

It is not straight-forward to compare two elementary geometry features, i.e. point,
edge, and polygon, when the idea behind is to determine contribution effort (Figure
2.2). Production of a point, a line, and a polygon does not involve similar toil from
contributors side making them incomparable to each other in this perspective. Similar
argumentation is valid for comparing lines ([163], [18], [103], [43]) and polygons
of different length and area, respectively. As a matter of fact, lines and polygons
are digitally stored and defined as a collection of nodes and therefore the number of
nodes (vertices) constituting Points(all), Points(tagged), Edges, and Polygons were
counted as a proxy for respective feature’s count in order to make them comparable
and entertain contribution activity more reasonably [163] (Figure 2.2). Additionally, to
nullify the geographic effect of varied provincial area on nodes count for each province
it was divided by the respective area. For example, two regions, namely A and B,
with area of 1 unit> and 100 unit> and nodes count (for let’s say Edges) of 10 and
500, respectively, can not be correlated regarding feature density by mere count of
nodes because of varied spatial sizing of the two regions. Division of nodes count with
corresponding area will give us a better sum (count per unit?) for correlation calculated
as 10 and 5 for this example, thus exhibiting region A as doubly crowded with Edges
features as region B. On the other hand, demographic effects are not considered as a

potential threat for ongoing OSM dataset spatial analysis, although researchers like
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Figure 2.1 : Color legends are (a)Total number of students in the year 2013, (b)
Population density in the year 2014, (c) Total number of arriving
foreigners in the year 2014, (d) Human Development Index as a function
of Gross Value Added per capita ($), (¢) Total number of person in the
year 2013 using internet, (f) Road (state+provincial) length in km, per
km? area.
[103] and [18] have tried to remove it in similar studies regarding street network

evolution.

JOSM [110] application even lets one to import/edit features offline and bulk upload
the same to online databases through OSM API despite the fact that the community
discourages this approach for database gain, if not performed by Senior Mappers,
for world regions with underdeveloped datasets as it may severely propagate errors
and affect other contributors’ efforts of manual data acquisition and editing. Past
researchers have accounted the necessity and process of bulk imports removal as an
outlier element in order to avoid unexpected data spikes and observations ([78], [19],
[1], [166], [18], [5]); however, the true definition of bulk import documented as "Bulk
import means more than a few hundred nodes or for a larger area like a whole country"

[106] is itself pretty vague and researchers have used their own explanations at various
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past scenarios ([1] have used tens of thousands of edits by a single user in a single day
as a model for bulk import). Therefore, authors have selected 25000 nodes contribution
by a single user in a week as a model of bulk import event and have subsequently
removed it from all calculations. Less than 10 Crazy Mappers are identified as bulk

importers during this study throughout the country and removed accordingly.

In graph theory the degree k; of a node i is the number of nodes adjacent to it, i.e.
[ki = ley: 1Gi j] , in terms of the adjacency matrix [13]. In real street networks degree
of a street junction is the number of road segments having it as their starting or
terminating node. To a great extent distribution of different degree values in a street
network is a manifestation of its topological structure and how densely or sparsely the
street segments are connected. Degree distribution P(k), defined as P(k) = N(k)/N
where N(k) is the number of nodes with degree k and N is the total number of
nodes, in a primal graph or real road network is therefore necessary to understand
its evolved stage, i.e. how much the region has been explored and densified with roads
at any given point in time. Decrease in the degree distribution value of low degree
junction represents early stage Exploration, whereas increase in the same for high
degree junction indicates late stage Densification [163]. These are the two elementary
mechanisms governing the evolution of road networks [103]. These two mechanisms

are used in Section 2.5.3 to support observations.

Finally, in order to compare provincial HDI value as one of the socio-economic factors
with OSM feature density per capita GVA ($) value as an HDI proxy was used since
no direct measurements are available on TUIK portal. HDI is defined as the geometric
mean of Life Expectancy Index (LEI), Education Index (EI), and Income Index (II)

[129]; mathematically:

HDI
— (LEI x EI x II)'/3
MYS  EYS
_ (LE —20 15 18 . In(GNIpercapita) —1n(100) )1/3 2.1
85—20 2 In(75000) — In(100)
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where, LE is Life expectancy at birth (years), MYS is Mean years of schooling for ages
25 and above (years), EYS is Expected years of schooling (years), and GNI is Gross

National Income per capita ($). Since:

GNlpercapita = GVApercapita+ T +1F —S —ID

where, T is Taxes on products ($), S is Subsidies on products, IF is factor Incomes
earned by foreign residents, and ID is Income earned in the domestic economy by

non-residents [68]; substituting GNI value in equation 5.1 will give:

HDI
MYS EYS
_ (LE -2 5 g . In(GVApercapira+ T +1F — S —ID) —1n(100)>1/3
85—20 2 In(75000) — In(100)
GV A percapi
~ (1 percapita 1/3 %)
I ) 22)

considering other variables as constant.

Although, authors are aware of the fact that the above approximated relationship
at equation 5.2 between HDI and GVA is a biased depiction and will affect final
observations but because of being one of the first of its kind (one previous work was by
[84] using GNP per capita) this comparison will lead future clues about the influence

of income/living standard per capita as the motivational sources for VGI involvement.

2.5 Results and Discussions

This section is divided into five aspects of current analysis of Turkey-OSM dataset and
key observations are discussed accordingly. The sections follow the trend presented by
previous researchers on understand how a dataset evolves with space and time. Each

section follows figures to explain observed findings.

2.5.1 Time-series spatial evolution

Figure 2.3 shows the time-series evolution of nodes density for 81 provinces of Turkey

constituting Points(all), Points(tagged), Edges, and Polygons since 2007 until 2015. It
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can be seen that data before April, 2007 is absent in the dump file as all the graphs
are tapering towards the origin as one moves back in time, especially in Figure 2.3b.
This observation was expected as Editing API v0.5 has introduced the object history
feature into the project in 2007 [120] meaning no history data before it. Between 2007
and 2012 the curves are following a gradual increment (Figure 2.3a,c,d) with almost
horizontal trend in case of Points(tagged) Figure 2.3b (points with attributes and no
bulk imports), thus depicting limited contributions by dormant contributors because
of limited editing flexibility by old OSM license ([119]) which was then followed by
an exponential growth in 2012 ([163] has also reported similar growth rate for both
the number of nodes and Edges for Beijing, China) because of the inception of Odbl
license and increased OSM usage in ranging mapping projects [166]. Although the
sudden boost in data contribution activity is exponential it is not equally powered for
all provinces as it is a function of the number of active contributors in the region [163].
A closer look at graphs (especially for provinces with high nodes density) illustrates
that the exponential curve itself is a partial exponential-step curve (exponential curve
growing step-wise). This is because time-span between September, 2007 and April,
2007 every year has witnessed fewer nodes edit through different mapping events as
compared to between April, 2007 and September, 2007 because of low level Tourism

and out-door activity in winter. However, this observation is exclusively visual.

Another observation can be drawn regarding nodes density value across the country.
Figure 2.3 also shows nodes density map at 2009, 2012, and 2015 time-slices. At each
snap-shot it can be visualized that the eastern and south-eastern part of the country
is less densified as compared to the western and south-western part ([162] has also
reported the spatial distribution of China’s OSM road network) with some outliers.
Socio-economic factors can be attributed for this spatial biasedness of nodes density

as similar biasedness is present in Figure 2.1. Density maps of Literacy Level per
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Figure 2.3 : Features’ nodes density evolution with time.

km? area of year 2013, Population Density of year 2014, Tourism Activity per km?
area of year 2013, Internet Usage per km? area of year 2014, and HDI of year 2011
were drawn showing similar density pattern which was observed in Figure 2.3. In
order to negate the notion that this spatial biasedness in OSM Edges nodes density
is because of the absence of the features itself on the ground provincial road length
density map was drawn from General Directorate of Highways [107] website (Figure
2.1f). Cross-validation is not possible for Points(all), Points(tagged), and Polygons

since these features generally do not exist de facto onto the ground.
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Figure 2.4 : Graphs between the socio-economic factors and OSM features density
under study.

Except buildings Polygons, landuse and natural Polygons are mobile and sporadic
features and no reference dataset or satellite imageries could be used for
cross-validation. Figure 2.1f illustrates a uniform road length density throughout the
country depicting that the road itself is not scarce rather OSM Edges features are non
uniformaly mapped by contributors ([19], [163], and [18] have also studied OSM road

network evolution). Some provinces in the eastern and south-eastern part show nodes
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density spikes, thus acting as an outlier because of Senior mappers being active there.
One such region is Batman province, red box in Figure 2.3, which shows a high nodes
frequency, especially in 2015, because of a mapper (a university student, Table 5.1)
who is responsible for around 4 and 3% Turkey-OSM contributions for Points(all) and
Edges, respectively. Since this mapper is currently a university student no spikes are

present for this province for earlier years.

2.5.2 Effect of region’s socio-economic factors on its spatial evolution

A normalized (0-1) scatter plots between nodes density and all five socio-economic
factors under consideration at different time-slices are plotted in Figure 2.4 to better
relate which was merely limited to visual interpretation in the previous Section 2.5.1.
The Figure shows a matrix of graphs of Points(all), Points(tagged), Edges, Polygons
vs Literacy Level, Population Density, Tourism Activity, Internet Usage, HDI, with all
possible pairs. Mathematically, the more the two variables (x- and y-axis) in a graph
are directly related to each other the closer the normalized (0-1) scattered points are to
a 45 degree line passing through the origin (orange line in Figure 2.4) with exactly on
the line for highest correlation with coefficient of determination (R?) being equal to 1.
Although, statistically, R? (which always fall between 0 and 1) values between 0.0-0.5,
0.5-0.6, 0.6-0.7, 0.7-0.8, and 0.8-1.0 depicts No, Weak, Moderate, Good, and High
correlation between physical parameters, socio-economic factors are based on human
activities and therefore even Weak correlation with others are good enough to deduce
definite conclusion [41]. Authors have manually removed few provinces (between
4-6 depending upon the feature which were homogeneously distributed throughout
the region) which were exhibiting spikes and contrary trend between the two axis.
It can be seen that R? value is quite high (more than 0.6) for all features against
Population Density (Figure 2.4e,f,g,h) showing a Moderate correlation between them.
For Points(tagged) features this value is even stronger (more than 0.7 for recent years
(Figure 2.4f)). It should be noted that Points(tagged) features can be treated as a sample
of an ideal dataset, out of Points(all), Points(tagged), Edges, and Polygons, because of
having attributes associated with it. Similar observations are drawn for graphs against
Literacy Level (Figure 2.4a,b,c,d). It can be said that Population Density and Literacy

Level are better proxy for OSM features density and contribution activity in a region
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(Figure 2.4a-h). Although [84] has guessed some dependency of Tourism Activity (and
Internet Usage) on project’s evolution, No correlation was observed between nodes
density and the number of tourists visiting that province per km? area (Figure 2.4i,j,k,1).
In spite of having high R? value for Internet Usage no concrete statement can be drawn
(Figure 2.4m,n,0,p) because of limited data availability (only 2013 data for the number
of people regularly using internet at zonal level in Turkey is available at TUIK portal
[108]), similar explanation is possible for No correlation in case of Tourism Activity
as only data from 37 provinces out of 81 is available (Figure 2.1c). Weak correlation,
on the other hand, is reported for GVA per capita as a proxy for HDI (Figure 2.4q,r,s,t)
(although [84] has reported a Moderate R? value of 0.664 between the number of
members in OSM and the GNP per capita for major world cities). Since HDI factor is
a function of life expectancy, mean year of schooling, and gross national income (the
three parameters strongly represents the health and economic status of a region) a better
analysis would be to directly compare HDI value (instead of some proxy parameter)
with nodes density. It can said that in Turkey-OSM dataset Population Density has
showed a high correlation with the number of features present/mapping activity in the
region, followed by Literacy Level, and finally HDI, with no strong remarks about

Internet Usage and Tourism Activity.

R? value for Population Density against Points(tagged), Edges, and Polygons increases
as one moves from older to recent time-slices (2008-2011-2014), i.e. from 0.61
to 0.73 to 0.71, from No corr. to 0.60 to 0.67, and from No corr. to 0.53 to
0.61, respectively (Figure 2.4e,f,g,h), similarly for Literacy Level it grows against
Points(all), Points(tagged), and Polygons for three time-slices (2007-2010-2013), i.e.
from No corr. to 0.38 to 0.45, from 0.67 to 0.65 to 0.78, and from No corr. to 0.58
to 0.57, respectively. For Population Density vs Points(all) the R? value for the year
2007 is quite high (0.72 (Figure 2.4e)) because of all the scattered points lying close
to the origin. On the other hand, for Literacy Level vs Edges R? value is high for
the year 2010 as compared to the year 2007 and 2013 (Figure 2.4c) and this can not
be explained and can be considered as an outlier. Generalizing for all VGI projects
it can be reported that as project grows in time the socio-economic factors get better
correlated with database features density. The scatter-points mainly lies on the y-axis

in the early years of OSM project’s inception and as one moves further forth in time
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these points get more and more concentrated over the 45 degree line which is an
indicator of correlation improvement. The Turkey-OSM dataset size is synchronizing
with socio-economic factors with time and the same notion can be generalized for any

kind of VGI projects governed by crowd sourcing activities.

2.5.3 Processes governing the evolution of country’s road network

The elementary processes governing the evolution of any real life road network was
explained in depth by [103] by devising two scientific terminologies, i.e. Exploration
and Densification processes, according to which any road network’s evolution first
experiences an exploration phase where unexplored regions and regions with scare
road connectivity are explored followed by a densification phase where further
secondary and tertiary level roads get popped up around the initially developed primary
network. These phases of network evolution are also visible in VGI projects where
mappers edit road networks on a geographic information system [163]. The y-axis
of Figure 2.5 is the slope value of graphs between degree distribution (P(1), P(2),
P(3), P(4), P(5), and P(6)) (Section 2.4.3) and time-series from 2007 to 2015, for
all 81 provinces in Turkey; whereas the x-axis is the provinces, grouped together into
respective zones and plotted from west to east of the country (Figure 2.1e). Authors
have only plotted graphs for junctions upto 6 degree, since 7 or higher degree junctions
are practically not possible in real life scenarios, although [163] have entertained
maximum 5 degree junctions. The y value which are all negative (with mean value
of -0.00016, Figure 2.5 1 degree histogram) except for one vertex in Central East
Anatolia which could be considered as an outlier for vertices of blue line (Figure
2.5) which belongs to 1 degree junctions exhibits a decrease in degree distribution
for all the provinces, an indicator of initial phase Exploration process (Section 2.4.3).
3 degree junctions (grey line in Figure 2.5), on the other hand, exhibits an increase
in degree distribution for all the provinces by having positive y values for all its
vertices (with mean value of 0.0001, Figure 2.5 3 degree histogram) a cursor of later
phase Densification process. For 2 and 4 degree junctions (orange and yellow line,
respectively, Figure 2.5), the y value is not definite (i.e. positive and negative and lying
very close to the x-axis (having mean values of 2.09E-5 and 2.89E-5, respectively,

Figure 2.5 2 and 4 degree histograms) as compared to 1 and 3 degree junctions for
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Figure 2.5 : Graph supporting the Exploration and Densification processes for street
network evolution of Turkey-OSM dataset.
different provinces). This is because the P(k) vs time-series graph for them is almost
parallel to the x-axis which shows a constant density of such kind of junctions in the
dataset throughout the time. Whereas for junctions with degree 5 and 6 (dark-blue and
green line, respectively, Figure 2.5) the slope value is almost zero (having mean value
of 7.97E-7 and 4.56E-6, respectively, Figure 2.5 5 and 6 degree histograms) because
they are absent or highly scarce in real road networks in Turkish provinces. The high
frequency of graphs with zero slope (Figure 2.5 6 degree histogram) is because of
the scarcity of 6 degree junctions in Turkish road networks since no junctions for
a given degree will result graphs to lie on the x-axis with zero slope. It can be
concluded that the Turkey-OSM does have followed the elementary Exploration and
Densification processes for street network evolution in an eight year time span which
has already been reported for Beijing, China [163] and Ireland [18]; and the 3 degree
road junctions are the most abundant one in country’s urban network setup which
represents an organic street layout [30] which has also been evidenced by [146] for

developing countries.

Furthermore, a linear trendline was drawn over blue and grey plots and respective slope
values were calculated which came out to be positive and negative, respectively (Figure
2.5). Since the provinces on the x-axis are plotted from west to east of Turkey (Figure

2.1e), the tapering of trendline towards the x-axis (the trendline slope is positive for 1
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degree and negative for 3 degree) as one moves further right direction shows the high
slope values (both positive and negative) of degree distribution (P(1), and P(3)) vs
time-series graph for western part of the country as compared to the eastern part. This
attributes to the high mapping activity by contributors resulting into large nodes density
in western part as compared to the eastern part which has already been documented in
Section 2.5.1 (Figure 2.3). One might doubt about the acceptance of small absolute
values of trendline slope and y-axis for any concrete conclusion but the idea behind
this current discussion is not based upon the magnitude of the slope but sign. It is
important to note that human behaviours are generally cumbersome to map, unlike

physical parameters.

2.5.4 OSM-contributors mapping behaviour

Figure 2.6 is the graph between the total number of distinct contributors with atleast
one contribution of a particular feature in Turkey-OSM dataset per 1000 xkm? area
and the total number of nodes constituting that feature per km? area for three different
time-slices normalized on a 0-1 scale. Selection of only those contributors who did
atleast one contribution will filter out inactive, fake, and those registrations which
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